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ABSTRACT:

In the recent years the nuclear receptors (NR) dynamics have been extensively studied by

various approaches. However, the transition path of helix 12 (H12) to an agonist or an

antagonist conformation and the exchange pathway between these states is not clear yet.

A number of accelerated molecular dynamics (aMD) runs were performed on both an ERα

monomer and a homodimer with a total length of 2.2 µs. We have been able to sample

reasonably well the H12 conformational landscape, to reproduce precisely both the agonist

and the antagonist conformations, starting from an unfolded position, and to describe the

transition path between them even in the presence of an agonist ligand. These conformations

were the most prevalent, suggesting that the extended H12 state is not likely to exist and also

that the natural ERα H12 position might exist in both the agonist or antagonist states.

Remarkably, the H12 transition occurs and is regulated only in a dimer form and the proper

agonist or antagonist H12 conformation can be achieved solely in one of the dimer subunits.

These results clearly demonstrate that clusters of the two well known H12 states exist by

themselves in the protein free energy landscape, i.e. they are not constituted directly by the

ligands, and dimerization favors the switch between them. Conversely, in a monomer no

transitions have been observed. Thus, the dimer formation helps the constitution of

populations of discrete H12 conformational states and reshapes the conformational landscape.

Further analyses have shown that these observations can be explained by specific interface

and long range protein-protein interactions resulting in conformational fluctuations in helices

5 and 11. Based on these results, a new ERα activation/deactivation mechanism and,

thereupon, the sequence of the binding events during receptor activity modulation have been

suggested according to which the ligands control H12 conformation via alteration the inter-

dimer interactions. These findings agree with the HDX and fluorescence experiments and

provide an explanation on a structural basis of these data which demonstrated that the

dynamics of H12 are not greatly altered upon ligand binding and large fluctuations at the end

of H11 are present.

INTRODUCTION

The estrogen receptor alpha (ERα) is a member of the nuclear receptor (NR) superfamily

[1]. These proteins are ligand-activated transcription factors involved in a number of

biological processes, such as homeostasis, lipid metabolism, embryonic development, and cell

death [2-5]. ERα consists of three functional domains. The coactivators bind to the C-terminal
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ligand binding domain (LBD), where the activation function-2 (AF-2) is positioned [6]. Upon

activation, the major conformational change takes place in the LBD where helix 12 (named

H12 here) is repositioned to either cap the ligand binding site, as for the agonist protein

structures, or to reside in a significantly different conformation, as seen in the antagonist

protein structure [7].

Most of the information about NR structure-function relationships has been derived from

hundreds of X-ray crystallography studies, which have captured static conformational

“snapshots” of many ligand-receptor complexes. The comparison of the LBD of NRs has

shown that at least three different structural conformations are present. All these

conformations share a certain similarity in the binding site region, but a major difference in

the H12 position [8]. The structure used to model the apo conformation of ERα (pdb id: 1a52)

reveals that H12 is very flexible and when comparing this conformation to known apo

structures of other NRs, it becomes obvious that there is a great resemblance [9-12]. Initially,

it was commonly believed that it served as the best available model of an apo conformation of

ERα LBD. However, most recent studies have indicated that this structure is presumably an

artifact from the X-ray technique used [13-14].

The proper H12 conformation in an agonist form allows coactivator binding and is one of

the critical steps for ERα activation, which were greatly explored in drug design [4]. It has

been reported as well that the transcriptional activity correlates with the H12 position [15].

Prior to NMR experiments in the nuclear receptor field, it was thought that LBD existed only

in discrete conformational states, depending on the specific ligand bound to the receptor, and

the ligand-binding event shifted the conformation from one state to another (mouse-trap

model) [15-20]. The latter suggestion, however, cannot explain many of the observed NR

features, including the partial agonism. These also include the non classical helix 12

independent activation, such as that of the selective estrogen receptor modulators (SERMs).

Furthermore, it has been proved that the H12 position is not trivially determined by the

volume of the ligand and small-size ligands can be antagonists too [21-23]. Based solely on

the information obtained by X-ray structures, several mechanisms have been suggested for

partial agonists, including an intermediate and quasi-antagonist conformation, where

coregulator interaction can switch H12 between different positions [24-26].

The NMR, HDX and fluorescence experiments have greatly enhanced the knowledge about

NR's structural dynamics and partial agonism but it should be noted that they were mostly

performed on other NRs and to a less extent on ERα. These data for various NRs support a

different model than the one initially suggested (i.e. mouse-trap model) and was based solely
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on X-ray structures, by which the apo LBD samples an ensemble of multiple conformations,

and ligand binding stabilizes a subset of these conformations [27-30]. Some studies have also

revealed that NR modulators can sample multiple binding modes manifesting in multiple

receptor conformations in slow conformational exchange [31]. The NMR of ERβ LBD

demonstrated an altered conformation in the presence of 17β-estradiol too [32]. The only

available, to the best of our knowledge, NMR study for ERα has shown an overall structure

stabilization upon ligand binding but has not concretisized this process to the individual LBD

structural elements and in particular H12 [33]. An intrinsic tryptophan fluorescence of the

ERα was used and significant fluctuations of the last part of helix 11 were identified upon

ligand binding [34]. However, as it was noted before, these results cannot be directly

translated to the helix 12 motion [35]. In addition, the performed HDX studies have

demonstrated that the receptor dynamic profiles of some ERα-ligand complexes correlate with

the pharmacological phenotype of the compound in a manner that could not be inferred from

static crystal structures [35]. Notably, in the same study it has been concluded that the HDX

dynamics of the ERα helix 12 exhibit no significant stabilization on binding of ligands.

Recently, a similar result has been obtained for the H12 dynamics in RXRα showing that in a

case of some agonist molecules only the coactivator is required to fully stabilize the activation

helix [36].

It should be underlined that different NRs, even from the same class, have shown dissimilar

dynamics. For instance, different HDX patterns were observed for ERβ LBD when compared

to those for ERα LBD bound to the same chemical compounds, indicating that ERβ undergoes

a different structural response to the same ligand when compared to ERα [37]. Thus, the

above data should be carefully considered and not generalized to all NRs and in particular to

ERα.

Nuclear receptors form strong dimers via their LBDs, which is crucial for the binding of

cofactors and thus essential for their function as transcription factors [3]. Recently, the

relationship between the dimer formation, ligand binding and H12 conformation has become

more evident, but it is still poorly understood. It has been shown that apo ER LBDs exist as

very stable dimers and that they are further stabilized by the addition of various ligands [38].

Estrogen antagonists provide greater kinetic stabilization of ER dimers than agonists. For

instance, antagonists such as 4-hydroxytamoxifen and raloxifene induced the dimer formation

of a wild type ERα LBD more potently than an agonist like 17β-estradiol (E2), and F-domain

truncation strongly depressed the ability of dimerization. As the F-domain is directly adjacent

to H12, it has been proposed that this protein part would be influenced by the H12 position
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[38-39]. Furthermore, it has been directly shown that the dislocation of H12 causes an

antagonist dependent LBD homodimerization involving the F-domain of ERα, which

facilitates dimerization, thus proving the relationship between homodimers formation and

H12 conformation. A newly published X-ray structure and biochemical study revealed an

allosteric mechanism whereby the ligand conformation and the cofactor binding site,

including H12, of both unbound and bound receptors, are affected through the ERα and RAR

homodimers interfaces [40] thus validating the negative cooperativity model for an

established functional homodimer.

On the other hand, several previous studies also reported that the mutations in the ERα LBD

changed H12 conformation to either an antagonist or an agonist form. For instance, the

L543A/L544A and M547A/L548A mouse ERα mutants exhibited reduced basal transcription

activity and lost the ability to respond to E2 [39, 41-42], whereas L511R of H11 has been

reported to result in an E2 non-active mutant because of disruption of homodimerization [43].

Further, the C381S, C417S and C530S triplet mutations produced an antagonist conformation

despite the presence of a tightly bound estradiol in the ligand-binding cavity [44]. Some

biophysical studies revealed the role of the phosphorylation of the clinically relevant tyrosine

537 in ERα concluding that this process has important effects on the dynamics of the helix 12

[45].

Taking together all these data, it seems that the H12 conformation can be easily perturbed and

homodimer formation, similarly to an introduced mutation, might influence the H12 position

and transition between different discrete states. This can explain the antagonist conformation

observed in case of a smaller than natural ligand, indicating that the ligand has no single role

in the H12 antagonist formation [21-23]. The latter has been recently supported by a study

which has identified different NRs structural groups that might contribute to the antagonist

form stabilization [46]. Thus it seems that most of the experimental data support the so called

dynamic model where H12 occupies two more or less favorable states [44], and the

equilibrium between the ERα conformations with the two positions of H12 (agonist or

antagonist) can be perturbed by point mutations or by the presence of various other

compounds.

In general, the above reviewed studies have revealed many features of H12 behavior in ERα

but have also raised many questions. For instance, there is still no explanation and a structural

basis of the observed by the NMR and HDX dynamics of ERα LBD, which seems to be

different from other NRs such as PPARγ and even ERβ. It is also unclear how the observed 

conformational changes in a dimer form are provoked and whether they affect the transition
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of H12 between different states. Moreover, the sequence of the binding events during ERα

activation is not well understood (i.e. H12 conformational change, ligand binding, cofactor

binding and homo-dimerization accompanying LBD activation) and the transition path

between an agonist and an antagonist state is still not examined. There are also no available

structural and dynamics data about this process at a molecular level.

In the present study we focused on the exploration of the ERα H12 conformational space in

both a monomer and a dimer form. We included along the monomer MD runs extensive

simulations on the dimer form as well because this step had been skipped in most of the

previously performed MDs on NR [14, 47-53]. Our main aim was to reproduce the helix 12

transformation from an unfolded conformation to an agonist or an antagonist form and to

describe the transition path and the free energy differences between them. The aMD approach

does not represent the real dynamics of the system, but is a valuable tool to identify the

conformational states that exist in the free energy landscape and to explain which

substructural changes lead to these states. Here we use as a starting point the extended H12

folding as solved in the pdb id 1a52 structure. We presume that this structure is an artifact that

does not represent the real apo form of ERα, thus we named here this initial H12

conformational state as an unfolded conformation.

METHODS

Protein structures employed

The X-ray structure of pdb id: 1a52 was employed as an initial structure of the ERα apo state,

which is named here as an unfolded state. It has been noted that this is a hypothetical crystal

structure, because the extended H12 interacted with another monomer of two ERα dimers

(i.e., tetramer) using an s-s bond [10]. This structure was employed in particular for two main

reasons:

1) Most of the similar MD simulations performed so far, which studied H12 dynamics in

ERα, had been based on this structure, and all had failed to sample significant H12

conformational changes and reproduce the agonist or antagonist states such as those seen in

many X-ray structures; thus, making possible direct comparisons between the approaches

used.

2) Instead of generating a random initial H12 position in our simulations, as done previously

[14], or generating one that is close to LBD, which would obviously affect the initial

conformational state, we selected the extended H12 conformation as seen in pdb id 1a52
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crystal structure because it differs significantly from those observed in an agonist or an

antagonist position; hence a very large energy barrier would have to be overcome so as to

describe the whole conformational landscape. The latter fact makes the simulations much

more reliable.

Initially, only the activation helix in monomer structures was investigated. For the starting

antagonist H12 conformation (aMDm9-11 runs) a pdb id 3ERT (a complex with 4-

hydroxytamoxifen) was chosen, whereas for an agonist helix 12 position (aMDm12-13

simulations) a pdb id 1QKU was selected (a complex with E2). These structures were

preferred because they had been the most often used in similar studies and also there is no

significant difference in H12 position between the hundreds of X-ray structures solved.

Numerous initial structures were first prepared in order to study and reproduce the H12

transition from an unfolded state to either agonist or antagonist and an exchange between

these conformations (see Tables S1 and S2 in the Supporting information). In particular, for

the simulations aMDm9-11, 14 and aMDm24 the ligands were removed from the X-ray

structures in an attempt to remove their suspected impact on the H12 conformation. The

coactivators (when present) were also removed, except in simulation aMDm21. For

simulation aMDm17 the H12 was extended with additional 7 residues, not solved in pdb id

1a52, which was constructed based on the helix 12 conformation as present in the pdb id

1QKU agonist structure.

Conventional Molecular dynamics (cMD)

Conventional molecular dynamics (cMD) were carried out using the Amber 12 suite of

programs and the Amber99SB force field [54-56]. A truncated octahedral of TIP3P water

molecules, 12Å dimension in each direction and counterions were added to obtain the final

solvated system, which consisted of nearly 57 000 and 114 000 atoms for an ERα monomer

and dimer, respectively. Initially, the systems were energy-minimized in two steps. First, only

the water molecules and ions were minimized for 6000 steps while keeping the protein

structure restricted by weak harmonic constrains of 2 kcal mol−1 Å−2. Second, a 6000 step

minimization with the conjugate gradient method (convergence criterion of 0.1 kcal mol−1

Å−2) on the whole system was performed. Furthermore, the simulated systems were gradually

heated from 0 to 310 K for 50 ps (NVT ensemble) and equilibrated for 3 ns (NPT ensemble).

The production runs were performed at 310 K in a NPT ensemble. Temperature regulation

was done using a Langevin thermostat with collision frequency of 2 ps−1. The time step of the
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simulations was 2 fs with a nonbonded cutoff of 9 Å using the SHAKE algorithm [57] and the

particle-mesh Ewald method [58].

Accelerated Molecular dynamics (aMD)

The accelerated molecular dynamics (aMD) simulations provide the possibility to sample the

conformational space much better and to detect the local energy minima that remain hidden in

the cMD calculations [59-61]. aMD does not represent the real protein dynamics but is useful

to investigate which helix 12 conformations are present on the free energy landscape and how

they change in the different ERα forms, i.e. monomer or dimer. Moreover, aMD simulations

typically boost the sampling by about 2000 times compared to cMD [55]. Thus, one can

consider that the sampling performed by a 50 ns aMD trajectory might be equal to that of

hundreds of nanoseconds of cMD simulation. aMD modifies the energy landscape by adding

a boost potential ΔV(r) to the original potential energy surface when V(r) is below a

predefined energy level E:













))((

))((

,0

)( 2

rVE

rVErV


ErV

ErV





)(

)(
(1)

In principle, this approach also allows the correct canonical average of an observable

calculated from configurations sampled on the modified potential energy surface to be fully

recovered from the aMD simulations [55].

All of the aMD calculations were performed using the Amber 12 molecular modeling package

[54-56]. In order to simultaneously enhance the sampling of the internal and diffusive degrees

of freedom, a dual-boosting approach based on separate dihedral and total boost potentials

was employed [55, 59-60]. This method may be compromised by the increased statistical

noise but was also successfully applied in a similar studies [59]. The selections of the boost

parameters E and α for the dihedral boost and the total boost were based on the corresponding

average dihedral energy and total potential energy obtained from the above-performed cMD

equilibration runs, respectively. The dihedral boost parameter, Ed, was set equal to the average

dihedral energy obtained from the cMD simulation plus Nsr × 3.5 kcal/mol, where Nsr is the

number of solute residues; the αd parameter was then set equal to Ed/5. For the total boost

parameter, Etot, the value was set to be equal to 0.16 Ntot plus the average total potential

energy obtained from the cMD simulation, where Ntot is the total number of atoms; αtot was

simply set equal to 0.16 Ntot.
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Simulation times between 50 and 100 ns were employed for the different protein

configurations during our initial investigation on the ERα monomer, and the total length of

the MD runs was over 1,2 µs (see Table S2). Further, to perform a more detailed analysis of

the extended H12 conformation and those in a dimer, a number of new aMD runs with a

length between 70 and 250 ns were performed (see Table S1). The simulations were

performed at physiological conditions (about 310 K) instead of at 300 K, which give a slight

additional boost of the aMD runs. Different temperatures were used only in three of the initial

simulations in a monomer configuration – aMDd18-20 (see Table S2). The dual boost

approach was implemented due to three main reasons. First, a set of aMD simulations

executed on the similar PPARγ nuclear receptor showed that boosting only the dihedral term 

did not lead to reproduction of the known H12 agonist state when starting from an unfolded

conformation (unpublished results). Second, based on the dozens of previous classical MD

simulations and those initially performed in this study, it seems that when starting from an

unfolded position, H12 initially drops into a very deep local minimum and the transition to its

natural forms is difficult by the execution of regular cMD, which means that a sufficient boost

should be applied in aMD runs.

Free Energy Calculations.

Free energy calculations were performed by the molecular mechanics Poisson−Boltzmann

surface area (MM-PBSA) method using the MMPBSA.py script included in the AmberTools

14 package [54, 62]. The analysis was based on the most populated stated of the MD

trajectories. In order to evaluate the individual contributions of the selected residues and/or

structural elements, a decomposition of the free energy contributions approach was employed.

Pairwise per-residue basis decomposition for the selected protein residues was chosen.

Pairwise decomposition calculates the interaction energy between all pairs of residues in the

system. The MMPBSA.py script was initially developed for calculating ligand−receptor

interactions and currently requires the specification of a ligand. Thus, the protein was virtually

divided into two parts: a ligand that consists of the helix 12 (residues 530−544) and a receptor

for the remaining residues. However, all of the calculations were based only on summation of

the pairwise free energies between the residues of interest taken from the output file. For

instance, to access the interactions between the H12 and the remaining protein parts, we

calculated all of the pairwise free energies between residues involved in these structural

elements. All of the decomposed energies were calculated by the MM-PBSA method. The

MM-PBSA is a widely used approach for free energy calculations, and a detailed description
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of the methodology is available elsewhere [63-67]. Shortly, for each frame extracted from the

MD trajectory (a 50 ps interval was set here), the enthalpic free energy was calculated as

follows:

∆G bind = ∆G gas+ ∆G solv - T∆S     (2)

∆G gas = ∆G ele + ∆G vdw (3)

∆G solv = ∆G PB + ∆G nonpolar (4)

∆G nonpolar = γA +b                      (5)

It included van der Waals (vdW) contributions, electrostatic contributions, as well as polar

and nonpolar contributions to the solvation free energy (ΔGsolv). The gas-phase free energy

(ΔGgas) was obtained using the sander module of Amber 12, and the estimation of ΔGPB was

conducted by MMPBSA.py. ΔGnonpolar was determined from eq 5, in which A is the solvent-

accessible surface area, estimated using the Molsurf program (a part of the Amber 12 suite of

programs) with a solvent probe radius of 1.4 Å, and γ and b are empirical constants set to 

0.0072 kcal mol−1 Å−2 and 0.92 kcal/mol, respectively. The entropy term (TΔS) was neglected

in these calculations. As far as decomposition is concerned, a reasonable way involved

splitting the electrostatic contribution to the free energy (ΔGPB) into two parts, a

self/desolvation energy and an interaction/pairwise energy. The self-energy is the value of

ΔGPB when only the residue of interest is charged while all other residues remain neutral; the

interaction energy is the charging energy of the residue in the field of all other charged

residues. Thus, the procedure applied here involves two numerical solutions of the

Poisson−Boltzmann equation with differently charged states for each residue of interest.

Correlation Analysis

Cross-correlation maps of the residues’ motion were used to identify the regions that were

moving in or out of phase during the simulations. Thus, this method can provide information

about the H12 conformation and how it reflects on the protein substructural changes and vice

versa, thus specifying which structural elements are involved in the structural changes of the

H12 position and the transition path, and what is their role, as well. The elements bij of the

correlation matrix B were obtained from ri and rj, the position vectors of residues i and j, as

follows:

))((

))((

2222





jjii

jjii

rrrr

rrrr
bij (6)
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Only the Cα displacements were considered during the calculations, which were performed

using the Ptraj module of the AmberTools 14 program [54, 68]. All of the frames of the MD

trajectories were aligned on the preequilibrated structure (the input for the aMD runs) with an

interval of 50 ps. The analysis was based on the entire MD trajectories. The value of bij can

vary from −1 (completely anticorrelated motion) to +1 (completely correlated motion). It

should be noted that with the formula above it is impossible to detect orthogonal correlative

motion.

Principal Component Analysis

PCA analysis is another helpful tool for studying the differences in the protein dynamics, in

particular those of the substructural elements of interest. In short, PCA is a dimensional

reduction technique that allows the isolation of the most significant conformational

differences among a set of structures. In the MD analysis these structures were extracted as

snapshots from the aligned MD trajectory, and then the correlation matrix was calculated and

diagonalized, providing an orthogonal set of eigenvectors representing linearly independent

modes of conformational changes. These are the principal components (PCs). The eigenvalue

associated with each PC is a measure of the variance in the original data set explained by that

component. In order to identify the conformational changes provoked by the H12 position and

the substructural conformational changes and vice versa, the entire MD trajectories were

included in these calculations. In this work, the PCAs were performed on the Cα coordinates

using the Ptraj and Cpptraj modules of the AmberTools 14 [54] package, and the results are

presented as heat maps of the first two PCs (PC1 and PC2), which were used as reaction

coordinates for reweighing the aMD frames. Projections of the motion corresponding to PC1

onto the protein structures were calculated using the Prody software [69].

aMD simulations reweighting procedure

Reweighting of biased aMD frames is an important procedure and was performed using a

previously described protocol [55, 70]. For an aMD simulation of a Natom protein system, the

probability distribution along a selected reaction coordinates A(r) is written as p*(A), where r

denotes the atomic positions {r1,···,rN}. Given the boost potential ΔV(r) of each frame, p*(A)

can be reweighted to recover the canonical ensemble distribution, p (A), as:

   jj ApAp *











M

j

je

je

1

V(r)

V(r)





, j=1,...,M (7)
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where M is the number of bins, β = 1/kBT and  eβΔV(r)  j is the ensemble-averaged Boltzmann

factor of ΔV(r) for simulation frames found in the jth bin. The above equation provides an

exponential average algorithm for the reweighting of aMD simulations. Further, the

exponential term was approximated here by the summation of the Maclaurin series of boost

potential ΔV(r) with the reweighting factor rewritten as:

 Ve =


0k !k

k kV (8)

where the subscript j has been suppressed. The Maclaurin series expansion to the 10th order

has been used here. Note that the Boltzmann reweighting factors are often dominated by high

boost potential frames [71-73]. In order to minimize this effect, these frames were identified

in our output log files and removed from the trajectories composed for the analyses. This

should reduce the noise but it should be noted that currently it seems that there is still no

method that can fully eliminate the noise produced by the boost applied in the aMD

simulations [70]. However, the reweighting procedure should not lead to a dramatic change in

the main conformational state populations because no large boosts have been observed during

the sampling of these main conformations and consequently affecting the main conclusions,

although the populations of the intermediate states might be influenced by the introduced

noise. A toolkit of Python scripts “PyReweighting” [70] was used to reweight the aMD

simulations to calculate free energy profiles and also in the house scripts developed. In many

cases, when the number of simulation frames within a bin was lower than a certain limit, i.e.,

cutoff, then the bin was not sufficiently sampled and thus excluded for reweighing [70]. To

overcome this problem, the cutoff was determined by iteratively increasing it until the

minimum position of the PMF profile does not change. The bin size was set to 500 and 700

for reweighting the aMD simulations here of a monomer and a dimer, respectively.

aMD convergence analyses

Recently there has been suggested a new and robust set of approaches for the intra and inter-

simulation assessment of the MD simulations convergence, which were also applied in this

work [74]. The “RMS average correlation” (RAC) functionality, which can be thought of as a

pseudo-autocorrelation function for RMSD values, was used to access the convergences of the

individual simulations. This essentially measures the convergence of the overall average

structure at different time intervals within a single trajectory. For a given time interval or lag

(τ) a straight coordinate running average over that time interval is performed over the entire
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trajectory; each sliding averaged structure over the time interval τ is then either fit to the first

averaged structure (time 0 − τ) or a reference structure specified by the user, and finally the

average RMSD value of all averaged structures of length τ is calculated according to:

RAC(τ)=
1

)),((
0



 





N

ttAvgCrdRMSD
N

t (9)

where N is the total number of frames. At time τ=1, this is the standard average RMSD over

the whole trajectory. When τ approaches the end of the trajectory length, the value approaches

zero and loses meaning.

In order to assess the convergence of the internal motions between independent trajectories,

we examined the overlap of histograms of the first two principal component projections (PC1

and PC2) [75-76]. First, to ensure that the eigenvectors obtained from each simulation being

compared match, the coordinate covariance matrix (using only backbone atoms) was

calculated using a combined trajectory from both simulations. Each frame of the trajectory

was RMS-fit to the overall average coordinates in order to remove global rotational and

translational motions. Next, the projection along these eigenvectors of each coordinate frame

from the first simulation trajectory was calculated; this was then repeated for the second

simulation trajectory. Finally, at each frame t a histogram for each simulation of the PC

projection values for a given PC was constructed, and the overlap of these histograms was

calculated using Kullback–Leibler divergence, KLD [75-76]:

KLD(t)=


M

oi

ln 








),(2

),(1

ithPC

ithPC

N

N hPC1N(t,i) (10)

where hPCXN(t,i) denotes bin i of the histogram from trajectory X for the projection of PC N

using data from frames 0 to t, and M is the total number of histogram bins (400 in this case).

The KDL methods histogram was also constructed using a Gaussian kernel density estimator

with a bandwidth obtained via the normal distribution approximation of the PC data. The

above analyses were carried out by AmberTools 14 package [54]. It should be noted that

indeed other approaches for verification on the convergence are also possible [77-78].

Transition paths analyses

To illustrate the observed most likely transition paths from an unfolded to the well known

experimentally states, the intermediate states were identified based on the best representative

conformation between the most populated clusters observed between these main states, after

reweighing the snapshots, whereas the transition points were the points between them as were
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detected by the RMSD analysis. For each of the clusters the free energies were calculated and

the short lived states formed by this intermediate binding were identified. Finally, the RAC

analysis was also used for the transition events detection. Several movies were supplied to

clearly illustrate the identified transition paths.

RESULTS AND DISCUSSION

cMD and aMD simulations of the monomer structure with H12 in an unfolded state

Tables S1 and S2 present summarized information about all performed simulations. Initially,

we followed protocols that were similar to those employed previously [47-48]. Numerous

independent aMD and cMD runs were performed on an ERα monomer, named here as

aMDm9 to aMDm24 (see table S2), starting from either an agonist or an antagonist H12

conformation. However, no transition between these states was detected. Further, we used the

assumed as an apo structure pdb id 1a52. A new MD simulations set was run again with

different simulation conditions (see Table S2 for details). The water buffer, van der Waals cut-

offs, temperatures and the presence of a ligand and/or a coactivator were varied as well. For

instance, in an effort to achieve a better sampling, we used a simulated annealing approach

and applied a high temperature of 800 K solely on the H12, holding the remaining part of the

receptor unaffected by a harmonic constraint of 2 kcal.mol-1.Å-1. A detailed analysis of these

simulations, such as the H12 starting conformations from either an agonist or an antagonist

position, is not within the scope of this paper, but they were informative for our further

investigation steps. In general, the result of all these 16 simulations with a total length of 1.1

μs was the same – no significant changes in the conformation and the transition of the helix

12 were observed in monomer configurations.

It can be argued that the MD runs above were repeated only up to two times and no general

conclusions can be derived. Therefore, an additional set of 8 independent aMD simulations

(aMDm1-aMDm8), starting from an unfolded state as seen in pdb id 1a52 X-ray structure,

were performed (see Table S1). However, we were again not able to replicate an agonist state

of the activation helix, starting from this unfolded H12 conformation. To test the sampling

capability of the aMD approach in our concrete case and in particular to examine how the

H12 motion affects the internal part of the LBD, we compared the principle component

analysis (PCA) results for the receptor without helix 12 (residues 312 ÷ 530). The protein
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Figure 1. Detected helix 12 two main clusters in a monomer, which are perpendicular and parallel to the helix
11, and named here as an "under" and an "above" conformations, respectively. (A) PCA analysis of the aMDm2
trajectory, which describes the above observed positions, presented as a heat free energy map (kcal/mol), and (B)
Clustering analysis of the most populated states of all performed aMD monomer runs, presented as aligned pdb
structures. Calculated by MM/PBSA method, H12 entalpic free energies (kcal/mol) were also noted.

dynamics obtained by a 100 ns-long cMD (cMDm9) and 70 ns and 100 ns aMD runs

(aMDm1 and aMDm3), respectively, were compared, which clearly showed that the

accelerated dynamics sampled much better the ERα conformational space (see Figures S1A -

S1C), thus supporting the conclusion that aMD is a valuable tool for conformational

sampling. This was also indicated by a simple RMSD analysis (see Figures S2). However,

these aMD simulations also showed a clear difference due to the fact that the aMDm1

explored the space under helix 11, where less structural transformations were observed, but

the aMDm3 described several states from the much more flexible region above helix 11. To

study this difference, a PCA analysis of solely the H12 motion was performed and showed
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several low and highly populated states, i.e. long and short-lived H12 conformations, which

were observed in almost all simulations, but their populations were different (see Figure 1A

and movie 1). These conformations which had been captured by the cluster analysis

performed were visualized as aligned pdb files (see Figure 1B). According to the combined

data, one can split the conformational space into two main clusters with the helix 12

conformation, which is perpendicular and parallel to the helix 11, and we named these clusters

here as an "under" and an "above" position, respectively. To illustrate these positions, the

aMDm1 and the aMDm3 simulations were chosen as representative because they sampled in

the best way the individual helix 12 populations mentioned above. In each of these clusters

the H12 conformation varied, populating the space close to the H3/H11 and the H11 helices,

respectively. The most populated H12 cluster, according to all the performed simulations, was

the one placed between the H3/H11 helices (under the H11), but the close contact and the

opposite motion of H3 did not allow the H12 to overcome this barrier and transit into the

agonist conformation. The aMDm1, provided much better sampling of H12 than the cMDm9

but it was still close to H3 (see Figures S1B and S1C). In the case when H12 was above H11

it could not approach its agonist binding site due to the closure of the H11 and H5 helices. The

mean distance between the Cα atoms of Met523 of H11 and Cys382 of H5 was only 8.5 Å,

compared to 10.1 Å for a typical agonist structure (pdb id 1qku). In fact, the simple visual and

root-means squarer fluctuation (RMSF) analyses (see Figure S3 and movie 1) showed that the

portion of H11 (residues 525-531), i.e. the part just before H12, underwent some of the largest

structural changes, and H11 moved up and down periodically. This movement was different in

the different clusters, but led to the same effect, restricting H12 from adopting its known

agonist conformation. What also contributed to this restriction was the collective motion in

the AF-2 pocket, which can be revealed by more advanced analyses as presented in the next

section (see details below). Note that both the RMSD and RMSF analyses represent only the

structural changes detected by the aMD approach and not the real receptor dynamics.

The overall results from our initial aMD runs in a monomer did not show any transition

between an unfolded conformation to either an agonist or an antagonist state, indicating the

existence of very high energy barriers that are difficult to overcome. Identical results were

previously obtained by all performed conventional MD studies which used simulation

windows in the range of 5 to 30 ns, and recently up to 100 ns [14, 47-48]. These studies

explored the same initial crystal structure (pdb id 1a52) as the one in the present work and the

same H12 starting conformation as the one in this study, but were not able to reproduce the

well-known from X-ray experimental H12 agonist or antagonist conformations. Similar
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results have been obtained by set of MD simulations of other NRs, as well [50-53]. Indeed,

one can suggest that the above mentioned cMDs were limited because of the short simulation

time and therefore suffered from inadequate sampling and failed due to inability to overcome

high potential energy barriers. However, in our study 8 independent dual-boosted aMD runs in

a combination with several cMDs were performed with a total coverage time of 1.9 µs. These

data have confirmed results obtained by earlier cMDs, thus indicating that the H12 transition

from such an unfolded conformation to agonist or antagonist states is presumably not a

sampling problem.

Correlation and PCA projection analyses of the aMDs in a monomer

Although we failed to reproduce the H12 transition to a proper agonist or antagonist form in

a monomer, we analyzed identified clusters of the activation helix in the conformational

landscape. Motivation for such an analysis also came from the previous MD studies which

had detected a similar H12 motion. Indeed, it is interesting to answer the question why in so

many independently performed molecular dynamics simulations the extended helix 12 form

was not able to seat in the active site and moved in particular to either H3 or H11 helices in

the monomer but did not approach the LBD. To reveal the formation of the above mentioned

clusters and their role in the LBD reorganization, both correlation analysis and visualization

of the motions by projections of the first principle component on the protein structure (in short

PCA projections) were performed.

The aMD runs 1 and 3 were chosen as representative for the cluster with H12 with a position

under and above H11, respectively. Correlation analysis identified that the motion between the

pairs H3/H5, H5/H10, H8/H11 and notably between H3, H5/H6, H7/8, H11 and H12 helices

had correlative motions, i.e. these helices moved simultaneously in a similar direction (see

Figures 2A, 2B, S4A and S4B). This is also clearly seen from the projections of the first

principle component representing the protein elements motions during these simulations (see

Figures S5A and S5B). Further, the motion of the central part of H11 (residues 512-520)

correlated with H5/H6 helices, creating a network of collective motions in LBD. Remarkably,

most of the structurally important for E2 binding residues in LBD, such as Asp353, Arg394

and His524, were positioned in regions with highly correlative motions, confirming that

allosteric changes in LBD are critical for both E2 binding and H12 helix conformation.
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Figure 2. Observed correlations between the residues motion in ERα during simulations (A) monomer run 1
(aMDm1) and (B) monomer run 1 (aMDm3). The receptor residues were renumbered and start from 1 instead of
306. Thus some of the structurally important for estradiol (E2) binding residues such as Asp353, Arg394 and
His524 correspond to the Asp48, Arg89 and His219 on this correlation map, respectively. The red areas mark the
residues with correlative motion, i.e. those which move simultaneously in the same direction and have a positive
correlation coefficient, whereas the blue ones show those with an anticorelative motion, i.e. those which move in
the opposite direction and have a negative correlation coefficient. The green areas are neutral.

The identified correlative motions shared a lot of similarities between the performed

simulations, but there were also significant differences that might explain the observed H12

conformational changes. The main difference seen in the aMDm1 run compared to aMDm3

was the lack of significant H12 correlative motion with H7/H8 helices and a less noteworthy

one with H3 (see Figure 2A). During the aMD1m run the distance between H8 and H12 was

much larger than the one seen in the aMD3m run, hence the transition to the final state

(perpendicular and close to H3) presumably does not affects the motion of above helices.

Different motion was detected also between H5/H6 and H7/H8 helices. These results were

also supported by the projection of the PC1, which showed that these structural elements

moved in reverse directions compared to those in the aMD3m run (see Figures S5A and S5B).

It should be noted that the H12 and H11 motions had a correlative motion in all these
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independent aMD runs, which means that in both clusters under and above H11, the

interactions with H11 are important for the H12 conformation.

Combined correlation and PCA projection analyses led to the conclusion that the helix 12

movement was determined by the highly correlative motions between the LBD structural

elements and in particular the AF-2 region or vice versa, the motion of H12 provoked the

observed conformational changes in LBD. However, the fact that the LBD structural elements

move mostly in a different direction from that of H12 means that it is more likely that H12

alone is significant for the whole LBD motion in a monomer. When H12 adopts a

conformation above H11 (aMDm3 run), then H3 and H5/H6 helices move highly correlatively

in a left and down direction on the plane of Figure S5B, thus closing the natural H12 binding

pocket. In addition, helix 11 pushes the activation helix away from the LBD.

Correspondingly, H11 moves in an up direction. However, when H12 is in a position under

H11 and in a close position to H3 (aMDm1 run), the above mentioned helices move exactly in

the opposite direction, restricting H12 from overcoming the interactions with H3 and trapping

it into the active site (see Figure S5A). Indeed, there were variations between the H12

conformations in individual aMD simulations, but the conclusion above is general for all the

preformed runs. Notably, the fact that in the presence of the same ligand (E2), the H3, H5 and

H11 helices showed different motions for the observed two opposite H12 conformations,

indicates that the ligand is not involved in and does not affect the H12 transition process.

Indeed, this does not mean that the ligand is not involved in the H12 stabilization of the final

H12 conformation of the natural ERα form.

aMD simulations of the dimer and transition of the H12 helix to an agonist and an

antagonist form

Nine independent aMD runs were performed for an ERα dimer form (see Table S1).

Surprisingly and in contrast to a monomer, in a dimer we were able to reproduce successfully

both the agonist and antagonist H12 conformations. The activation helix of ERα was able to

approach the "mouse trap" in 6 of totally 9 runs. Two different transition paths (Path 1 and

Path 2) were detected (see movies 2 and 3). These paths were almost identical to those seen in

a monomer, i.e. H12 can approach helix 11 "under" or "above". This simply means that

similarly to the observed point mutations in the H12 and/or LBD pocket, the dimer

interactions perturb the ERα LBD residue interactions (see below), allowing H12 to switch its

conformation much easier. It also indicates that the dimer formation lowers the energy
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Figure 3. A comparison between: (A) the agonist conformation obtained via simulation aMD4 (in sky blue
color), pdb id 1a52 (in wheat color) and pdb id 1qku (in pink) and (B) the antagonist position obtained via the
same MD4 run (in wheat color), i.e. path 1 and X-ray structure pdb id 3ert.

barriers which H12 needs to overcome when approaching its agonist or presumably natural

apo conformations. The best agreement with the well known from the X-ray data agonist state

was achieved via the path "under" H11 helix (Path 1), i.e. the jumping over helix 3 close to

helix 5 (see Figure 3A, movie 2). There was a remarkable overlap between experimentally

solved conformations, as for example pdb id 1qku, and those obtained by our aMD

simulations. The RMSD of the backbone atoms was equal to only 1.8 Å for aMD run number

4 (aMD4). Considering that the initial RMSD between H12 in the extended conformation, as

seen in pdb id 1a52 crystal structure, and the agonist form is more than 25Å, it can be clearly

concluded that this simulation precisely reproduced a transition path. The aMD1 run showed

that the path exploring the conformational space "above" H11 (Path 2) seemed to be less

populated, H12 was not properly folded and its conformation resembled to a less extent those

seen in most agonist X-ray structures (see movie 3). Moreover, the agonist state via this path

was also short lived and after 20 ns of simulation time transited to an antagonist-like

conformation and then unfolded again.
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Figure 4. Transition of H12 via path 1 in a dimer based on (A) PCA analysis of the combined aMD2 and aMD4
trajectories, presented as a heat free energy map (kcal/mol), and (B) clustering analysis of the most populated
states presented as aligned pdb structures. Position A is the unfolded conformation similar to X-ray pdb id 1a52,
B and C represent the identified intermediates to antagonist (D) and agonist (E) states. Calculated by MM/PBSA
method, H12 entalpic free energies (kcal/mol) and movement of the end part of H11 were also noted.

Notably, during the aMD runs 4, 5 and 7, which explored Path 1, we observed an initial H12

transition to a pure antagonist conformation that existed for about 10 to 20 ns, but then

stabilized to an agonist form. In fact, the simulation which reproduced the H12 agonist

conformation in the best way (aMD4 run) initially transited via the antagonist form too, but it

was not fully folded (see movie 2). Moreover, simulation aMD2 reproduced only the

antagonist helix 12 conformation, which was stable during almost the whole aMD run, and

was properly folded compared to the known X-ray data (see Figure 3B and movie 4). Thus,
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the aMD runs showed a stable antagonist conformation of helix 12 despite E2 presence in the

LBD. The RMSD value of 2.7 Å that was obtained by the comparison of the aMD2 results

and antagonist X-ray data (pdb id 3ert) proved that the antagonist form was precisely

reproduced too.

The reweighed and combined aMD2 and aMD4 PCA plots and the performed clustering

analysis revealed that the agonist and antagonist states were the most populated, indicating

that these conformations were the most likely to exist in ERα (see Figures 4A and 4B). All

known H12 conformations were sampled well and many new ones were identified on the

conformational landscape. Although the agonist and agonist clusters were almost equally

populated, the position of the agonist cluster, i.e. the coordinates, was less variable than the

antagonist one, indicating that during our simulations helix 12 was more flexible in an

antagonist state. During the aMD4 run the agonist population was much better presented

whereas in the aMD2 only the antagonist state was expressed. Several short-lived

intermediate states were also presented on the free energy landscape, better expressed in

aMD4 than in aMD2, populating mainly the space under H11 (i.e. close to H3), but the

extended conformation was rare and not well sampled. During the preparation of the initial

version of our manuscript, a coarse-grained (CG) model (not all atom-level of description),

which recreated the switch between an agonist and an antagonist state, was published [79].

Although this work was focused on a specific mutation, D538G, and did not provide insight

into the role of the LBD substructural elements, an identical result about the H12 agonist and

antagonist states populations was obtained.

Thus, our results confirmed the recently suggested hypothesis that the pdb structure with an

id 1a52 was presumably an artifact [14]. These data also clearly suggested that both the

agonist and the antagonist states were possible in the ERα apo form because during our aMD

simulations the E2 ligand did not restrict the realization of the antagonist conformations, i.e.

did not affect significantly the energies barriers. Hence, both the agonist and antagonist-like

conformations were reproduced via the same transition paths, confirming that the constitution

of an ERα homodimer favored the shift and that the presence of a ligand did not affect

significantly the H12 transition process. This is also an indication that the agonist and

antagonist H12 conformations are highly influenced by inter-dimer interactions (see below),

and thus small perturbations, such as the point mutations and the type of ligands, can switch

the H12 conformation from one preferred state to another. For instance, it has been reported

that the H12 mutations such as L543A and L544A in the mouse ERα LBD changed
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antagonists into agonists and the activation correlates with the activity of homodimerization

[39].

Remarkably, the H12 transition to an agonist or an antagonist form was seen only in one of

the dimer subunits. This was not an artifact from the initial conformation, because the

transitions of H12 in individual simulations were observed randomly in both D1 and D2

dimer subunits. In the dimer subunit where no transition was observed H12 was seen to be

close to or even jump over H3 during the simulation time, but was not capable to either

properly fold, or occupy the expected agonist or antagonist position. Hence, coactivator

peptide can bind to only one of the dimer units. This was an unexpected result, but it is in an

agreement with obtained data by both biochemical and X-ray techniques [40]. In these studies

it has been clearly shown that the full length (616-779aa) SRC-1 and SRC-2 coactivators bind

only to one of the dimer units due to the allosteric conformational changes provoked in the

second one.

Thus, according to our aMD simulations the presence of a ligand in LBD was not the leading

factor for the H12 conformational changes and the transition from an extended to an agonist

or an antagonist shape. This conclusion was supported by our monomer aMD runs, as

discussed above. These results demonstrate that homodimer formation favors the constitution

of an agonist and/or an antagonist conformation, and helps for the shift between the agonist

and the antagonist states.

Visual, substructure distance, RMSF and RMSD analyses of the aMD’s in dimer

To answer the question why such different results were obtained in our monomer and dimer

aMD simulations initially, we performed visual, substructure distance, RMSF and RMSD

analyses. From movie 2 (aMD4) and movie 4 (aMDm2) it is well visible that H11 moves in a

different way in a dimer than in a monomer. In a monomer H11 moves up and down while in

a dimer the pair of H11 helices move periodically close to and away from each other. Notably,

during the transition between the intermediate states, the pair of H11 helices experienced the

largest fluctuations opening the LBD pocket, assuring the H12 adoption to its agonist or

antagonist conformation. This is also well visible from the RMSD and RMSF diagrams

(Figures 5A and S3). Around the 4th, 28th and the 40th nanoseconds of the aMD4 simulation,

which best agreed with the experimental X-ray structures, large conformational changes in the

last portion (the last 6 residues) of H11 in dimer subunit 1 (D1) were observed, which

corresponded with and presumably constituted the observed intermediate states. It is
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Figure 5. (A) Root mean square deviations (RMSD) of the last portion (the last 6 residues) of H11 obtained by
simulations aMD4, aMDm1 and aMDm3. The dimer subunits 1 and 2 are denoted with D1 and D2, respectively.
(B). RMSD of the H5 (372-381). Only the first 70 ns of the simulations are shown. Note that in both the H5 and
H11 the larger fluctuations coincide (i.e. transition states).

noteworthy that the largest fluctuations in both H5 and H11 coincide (see Figure 5B), thus

proving that correlative events occurred at the H12 binding pocket. Although the same portion

of H11 in dimer subunits 2 (D2) looked stable during the whole simulation, when the H12

transition to an agonist state in D1 occurred, this portion of the complex became much more

stable in the subunit D1. Compared to the monomer simulations aMDm1 and aMDm3, it

became clear that only in a dimer H11 can be stabilized, while in a monomer it fluctuated

randomly during the whole simulations, no matter whether they sampled a population under

or above H11. The RMSF analysis (Figure S3) confirmed that even though the Cα atomic

fluctuations were qualitatively identical in both homodimer subunits, their amplitude was

much larger in those where H12 transition was achieved, i.e. dimer subunit D1. These

structural differences compared to a monomer can be explained by specific interactions
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mainly by two structural "hot" spots. First, a unique network of interactions was created

between the central regions of the two H11 helices of the dimer in which the H8 of D2 and the

H9/H10 of D1 were also joint. In these interactions there were involved Arg515, Asn519,

Lys520 and Glu523 of H11 in D1, His513, His516, Asn519, Lys520 and Glu523 of H11 in

D2, Glu423, Met427 and Arg434 of H8 in D2, and Glu385, Asn455 and Tyr459 of H10 and

H9 in D1, respectively. It seems that Lys520 in both D1 and D2 plays a central role in these

H-bonds network and during each H12 transition a reorganization in the network was

observed, orienting the lysine in a different conformation towards the H8 and opposite the

H11 residues. This also led to rearrangement of the pairs of Glu and Asn residues and they

transformed their position too (see Figures S6 and S7). It is noteworthy that during the

transition state to an antagonist position the structurally important for ligand binding residues

His524 changed its conformation too and the stable H-bond with E2 was completely

destroyed. Further, the interactions of the H8 of D2 with the H9/H10 pair of D1 contributed to

the conformation changes of the H5 in D1, thus affecting the whole LBD too. These were

mainly hydrophobic interactions between the residues 459-463 of the H9 in D1 and 426-434

of the H8 in D2 when the Tyr459 of D1 was mainly involved. In particular, interactions

between Tyr459 in D1 and His513 and Arg434 in D2 were identified and contributed for an

agonist state to be established.

The changes in LBD in a dimer were mainly in H5 and the H9/H10 helices and they were

mostly observed during the H12 transitions. In fact, this is the sole notable structural

difference, except for the last part of H11 and the loops conformation, between the various

intermediate states. Due to the strong interactions between helices 5 and 9/10, when H9/H10

move in some direction, then H5 translates in the same direction too. On the other hand, the

close contact and interactions of the H9/H10 pair of D1 with the H7/H8 and the H11 of D2

create unique long range interactions that contribute to the H5 conformation in D1 and,

consequently, to the LBD shape, and constitute the H12 transition and conformation. Indeed,

such interactions would affect the coactivator binding, which interacts mainly with H5 too.

When H12 is not placed in the LBD and is under H11, then H5 is in a closed position in

respect to H11, but in the transition state it adopts an open conformation, allowing H12 to

settle into an antagonist and then an agonist state (see Figure 5B).

The above findings might directly explain the high picomolar activity of some classes of

agonists, such as TFMPV-E2, which affect the helix 7/8 conformation [80]. Only one small

group attached to these strong agonists interacting with few additional residues affects the
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helices mentioned, but a dramatic change in the activity has been observed. The last fact is

difficult to explain by some stronger binding to the LBD [81]. According to our results, the

extraordinary agonist activity of these inhibitors can be explained by affecting the whole

dimer complex via stabilization of interactions between the above-mentioned H8/H11

residues and, consequently, the shape of the LBD and/or by stronger dimer subunits binding

due to the changed helix 7/8 conformation.

Correlation and PCA projection analyses of the aMD’s in a dimer

In order to explain in more detail the aMD results above, a correlation and a PCA

projections analyses were performed. They were based on the aMD4 simulation where the

transition of helix 12 to an agonist state was in the best agreement with experimental X-ray

data. The observed correlations were plotted and the corresponding structural elements that

were involved in the correlative motions and hence were likely to contribute to the H12

transitions were visualized and identified (see Figure 6). In general, the correlations in D1 and

D2 were the same as in a monomer (aMDm1-path 1 too, see Figure 2A), but there was an

important difference – no significant correlation between most LBD substructural elements,

i.e. H3, H5/H6, H10 and H11, identified in monomer and the H12 motion was observed. This

fact directly indicates that other factors are responsible for the H12 conformation in a dimer,

which differ from those in a monomer. Three notable dynamical events between the dimer

substructure elements were identified by the correlation analysis:

1) The motion of the second half of H11 and the whole H12 (residues 515-544) in dimer unit

1 (D1), where the H12 transition to an agonist and an antagonist states was observed, strongly

correlate with the motion of the H9 of the dimer unit 2 (D2) (see Figure 6). The correlation

was positive, indicating that these elements moved in the same direction. Further, the same

portion of the H11 in D1 had an anticorrelative motion (i.e. in an opposite direction) with the

second half of the H11 in D2 (residues 513-527). Finally, the motion of the first half of the

H11 (residues 498-515) in D1 correlated with that of the whole H11 of D2.

2) The H5 and H9 helices of D1 had an anticorrelative motion with the H7 and H8 helices of

D2. At the same time, H5 and H9 in D1 were highly correlative, proving that these helices

moved in the same direction.
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Figure 6. Observed correlations between the residues motion in an ERα dimer during simulations aMD4. The
receptor residues were renumbered and start from 1 instead of 305 for subunit D1 and from 240 to 480 for D2.
The red areas mark the residues with a correlative motion, i.e. those which move simultaneously in the same
direction and have a positive correlation coefficient, whereas the blue ones show those with an anticorelative
motion, i.e. those which move in the opposite direction and have a negative correlation coefficient. The green
areas are neutral. The discussed and significant for the H12 conformation substructural movements are indicated
with arrows and a square. The H11 anticorelative motion was centered at residues 217 in D1 and 456 in D2
(Met522), respectively.

3) The H6 and H7/8 helices of D1 had a correlative motion with the H7 and H8 helices of

D2.

These correlations confirm the simple visual analysis of the events sampled by the aMD

approach. They also agree with the conclusion that the long range interactions significantly

alter the dynamics of the LDBs in other NR such as PRX homodimer [82]. More details can

be achieved by PCA components projections analysis visualizing the directions of the motions

and thus showing how the correlative motions detected above contribute to conformational

alterations and why the changes in the ERα dimer are different in a monomer (see Figure 7).

In agreement with the correlation analysis, the H11s of both D1 and D2 homodimer units

move in different directions in a parallel to the common plane. The same conclusion can be

drawn for the H8 of D2 and H5/H9 of D1, whereas the H5 and H9 in D1 move in the same

direction. All structural elements in D1 constituting the LBD move in a different direction

than those in a monomer, although H12 approaches the binding site via the same path – path 1

(see Figures S5A and 7). In a dimer, the H5/H6, H11 and H3 open the LBD, whereas in a

monomer they contribute to its closure. In particular, the H5/H6 pair recedes from H11,

allowing H12 to adopt an antagonist conformation and then transit to its agonist form. Thus,
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Figure 7. Observed protein motions represented by the projections of the 1st principle component (PC1) onto the
protein structure of a dimer obtained by aMD4.

as was described and in support to the results in the previous paragraph, the unique direct

and long-range interactions create a dimer motions network which contributes to the overall

conformation of the ERα complex, affecting the motion in individual dimer subunits and

contributing to the H12 transitions from one intermediate state to another.

Free energy analysis

Free energy analysis revealed why in a monomer the cluster of H12 conformations under

H11 is the most populated. The path above H11 showed three populations with an entalpic

free energy of -13.7, -18.8 and -31.9 kacl/mol, respectively. The entropy part was not included

in these calculations. Conversely, the calculated free energy for the detected two populations

under H11 had energies of -29.1 and -53.9 kcal/mol, which proved that this position of H12,

when the starting point is its unfolded conformation, was much more energetically favorable

and thus explained why it was the most populated. The H12 binding via the path above H11

were predominated by electrostatic interactions, whereas the Van der Waals ones via the

alternative path, i.e. under H11, were major. It is noteworthy that the activation helix reaches

such deep local minima in a monomer which can explain why it was not possible to jump over

helix 3 and to be trapped into the LBD.

In a dimer the path above H11 (Path 2 - aMD1) was proved to be not energetically favorable

with an energy of H12 of -29.6 kcal/mol. For Path 1 we calculated the free energies in 5

different positions representing the conformational change of H12 (see Figure 6). They can be
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summarized as follows: H12 under H11 and close to H3, an intermediate state to an antagonist

conformation, an antagonist position, an intermediate state to agonist and finally an agonist

position. The measured free energies of this conformation were -31.8, -30.9, -45.6, -43.3 and -

46.1 kcal/mol, respectively. It is notable that the free energies of the antagonist, agonist and

the transit between them were very similar, proving that the switch between these

conformations can be achieved by even small perturbations such as point mutations or

interactions with a different type of ligands. It is also noteworthy that significant energy

increasing was observed for H12 in an under H11 position in a dimer, compared to in a

monomer, contributing to the easier switch from an unfolded to an active state in a dimer.

Transitions via path 1 were also observed during aMD run 2 (aMD2), which sampled only the

antagonist H12 position. The measured free energy was identical to those registered by the

aMD4 simulation: -43.1 kcal/mol. During the observed transitions, the electrostatic and the

Van der Waals interactions were with an equal contribution, but after the constitution of a

stable agonist or antagonist state the Van der Waals and solvation H12 binding energies were

much more significant than the electrostatic ones. Remarkably, during the initial transition to

antagonist forms, the energy contribution came from only the first seven residues (residues

534-540) of H12 in all simulations, which practically controlled the whole transition process

(data not shown).

A novel ER activity modulation model and structural basis of HDX and fluorescence data

All the conclusions from our simulations agree well with fluorescence and HDX

experiments [34-36]. What is more, our results provide a structural basis of the notable HDX

observation that the dynamics of helix 12 exhibit no significant stabilization on the binding of

ligands, including E2 [35-36]. In other words, although the position of H12 is crucial in

determining the agonism versus antagonism, repositioning of this helix on ligand binding in

the absence of a coactivator does not alter the dynamics of H12, which exhibits a rapid

exchange in HDX experiments, regardless of the nature of the ligand [35]. We demonstrated

here, and described in detail, that at least for E2 the H12 exhibited equally populated agonist

and antagonist states and its conformation was at least not directly ligand-dependent but was

controlled by the observed inter-dimer long range interactions discussed above. Hence, a fast

H12 switch between these states is also possible. Although the aMD approach does not

represent the real dynamics, but samples the likely conformations instead, our results show

that the 17β-estradiol presence cannot dramatically reshape the conformational landscape in
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the manner which we observed between monomer and dimer configurations. Further, the

observed here fluctuations of the last part of H11, followed by a deep stabilization after the

H12 switch to an agonist state, agree with intrinsic tryptophan fluorescence experiments [34],

revealing on a molecular level why this portion of H11 underwent significant changes during

the H12 transition.

The importance of dimerization on the H12 antagonist conformation was recently

experimentally confirmed [39, 83]. The dislocation of H12 caused ligand dependent LBD

homodimerization involving the F-domain, the adjoining region of H12, thus indirectly

indicating that dimerization process is necessary for the proper H12 antagonist folding. Our

results confirmed this process, extended it also for the agonist state and provided structural

and dynamical insight into the relationship between dimer formation and H12 conformation.

Previously preformed MD simulations on an ERα dimer suggested that dimerization can also

play an important, and hitherto unexpected, role for the dynamics and regulation of ligand

dissociation rates and binding mode throughout the nuclear receptor family [84-86].

Moreover, it was demonstrated that the perturbation of H12 in ERαY537S mutant slowed the

hormone association rate (k+1) by a factor of approximately 6 times and slowed the

dissociation rate (k-1) about 3-fold [87], and that agonists displayed much faster association

rates than antagonists in the ERα wild type (nearly 500-fold difference) [88]. On the other

hand, ligand binding strengthened the dimer complex in vitro and antagonists led to stronger

interaction between dimer subunits [34, 38]. In addition, HDX experiments directly

demonstrated that the dimer interface was selectively affected by ligand binding [34]. For

instance, the binding of 4-hydroxytamoxifen-like ligands stabilized H11 but induced

destabilization on the loop between the H9/H10 helices, thus affecting the interactions

between the dimer units. Notably, it was also shown that there was a difference between the

escape paths of the agonists and the antagonists, which can be linked to the observed kinetics,

and it was concluded that the residues Lys520 and Glu523, located at the dimer interface in

H11 and identified by our study as important for the H12 transitions, were also significant for

the ligands binding path [84]. Thus, it seems that a common mechanism regulates both the

H12 conformational state and the ligands binding.

Taking together all the above data and our results, we suggest a novel ERα

activation/deactivation mechanism and, thereupon, the sequence of the binding events during

receptor activity modulation. As described above, many strong antagonists and agonists do

not significantly perturb directly the H12 conformation, as was widely thought till now, but,

most likely, they alter the substructural elements involved in the interactions between the
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dimer units. According to our findings, they might cause a change of the H12 equilibrium and

the populations of its agonist and antagonist states, as well. Thus, we suggest that the dimer

formation controls H12 conformational stability. After the dimer constitution, as shown here,

equilibrium between the H12 agonist and antagonist states is achieved and the H12

conformation can undergo fast switches, in congruence with HDX experiments. However,

when the hormone (i.e. agonists, antagonists, SERMs and etc.) accommodates to the LDB, it

either stabilizes or destabilizes different substructural receptor parts which have been

identified here as important for the long range inter-dimer motions and therefore for the final

H12 agonist and antagonist states equilibrium. According to HDX experiments, these were

H3, H5/H6, H8, H11, H9/H10 loop and the β1/ β2-sheets positioned close to H3, in agreement

with our results [34]. This provokes both the dimer interface interactions and, presumably, in

some cases direct H12 perturbations which can alter the activation helix equilibrium and

reshape the conformational landscape, similar to several point mutations. This conclusion is

also supported by the in vitro experiments which registered a much more stable dimer

formation when both an agonist and an antagonist ligand are bound [38]. Indeed, this

mechanism would be ligand-dependant and might change the H12 equilibrium to either an

agonist or an antagonist state population. For instance, we concluded here that the E2 did not

affect significantly the H12 position and binding, and the activation helix was almost equally

populated in the agonist and the antagonist states. However, the cluster of agonists

conformation was less variable, thus indicating that even though the E2 changed neither the

inter-dimer interactions significantly, nor the H12 state directly, the perturbation provoked by

the ligand in the helices identified above resulted in an overall receptor and thereby

homodimer stabilization, as was shown by NMR results [32], and, finally, in an agonist state,

as seen by X-ray technique under experimental non-physiologic conditions. Such a model can

also explain the much faster agonist association rate compared to the usually bigger antagonist

compounds that supposedly contribute to larger LDB transformations changes in the inter-

dimer interactions [88]. Currently, an ongoing research is performed with the aim of

specifying how the diverse set of agonist and antagonist ligands perturb the H12 conformation

via the interactions between dimer subunits.

Finally, our results can be used in the design of new classes of ERα and, presumably, other

NR modulators targeting dimer interface.

aMD convergence analyses
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Figure 8. RMS average correlation (RAC) computed at different time intervals of the backbone atoms of
running average structures over the full trajectories, with frames spaced at 100 ps intervals, calculated at each
time interval from 100 ps to 250 ns, with an offset of 100 frames, referenced in the RMS fit to the average
structure over the entire trajectory. The aMD1-4 runs was showed up to 200 ns for better representation of the
plateau observed after 130 ns of the simulation time. The arrows indicate the observed in aMD4 run intermediate
states detected as momentary plateaus, which correspond to those in Figure 6, and the transition states registered
as climbs.

Obtaining a well-converged ensemble of structures is a key challenge within molecular

dynamics simulation approaches, where “well-converged” implies adequate sampling of the

conformational space of the system of interest. Enhanced sampling techniques are often

applied to provide faster convergence than what is possible with traditional molecular

dynamics, but this should be carefully examined within the performed study.

The convergence analyses of the individual trajectories were carried out by the RMS average

correlation (RAC) method, which was recently introduced [74]. This is an advanced and

rigorous approach for such an analysis. The aMD1, 2, 3 and 4 simulations were chosen for the

RAC analysis because they represent both transition paths 1 and 2, reproduce in the best way

the experimental data and were also mainly used for the analyses in the current study. Figure

8 shows the RAC results for aMD1, 2, 3 and 4 simulations, and indicates that a reasonable

convergence for the above aMD runs after 60-70 ns of simulation time was observed, as well

as a really good convergence after 130 ns. Thus, the simulations performed were well

converged, ensuring the reliability of the results obtained. Remarkably, the RAC analysis

provided also the opportunity for an additional transition states identification, and both the
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above detected intermediate states (B, C, D from Figure 4) and the transition points in aMD4

run were well visible as climbs and plateaus, respectively (see Figures 8).

While the RAC is a measure of structural convergence within a single simulation, it is also of

interest to measure how well two independent MD simulations converge with respect to each

other. The convergence of the dynamic properties of the aMD4 and aMD5 simulations, which

both led to an agonist conformation via the same path, was quantified by measuring the

overlap of the PC histograms via Kullback–Leibler divergence (KDL) [75-76] as a function of

the simulation time (see Figure S8). The PCA was performed on backbone residues and the

first two PCs were relatively well-converged within only 35 ns. Next, an analysis of the

overlap of the PC histogram from PC analysis in the Cartesian space, calculated from the

combined aMD4 and aMD5 simulation trajectories, with an independent projection of the PCs

on the separate trajectories, was performed (Figure S9). Identical distributions were observed,

and the detected two peaks were only a bit shifted in this diagram indicating a reasonable

convergence even between the performed simulations. Indeed, no convergence was observed

between the simulations describing path 1 and 2, respectively. This is an indication that the

execution of multiple aMD runs is highly recommended for systems with high energy

barriers.

Using the aMD approach one can expect continuous jumping from one energy minimum to

another to be observed during the whole simulation time due to the reduced barrier highs.

However, for larger systems with significantly high energy barriers, such as H12 transitions in

an ERα dimer, it seems that due to the presence of many deep local minima, a single aMD

simulation gets into one of them after an indefinite simulation time. Our study showed that for

both the ERα monomer and dimer multiple aMD should be run to explore adequately the

conformational space.

CONCLUSIONS

In this paper we have investigated the likely conformations of the activation helix (helix 12)

of Estrogen receptor alpha. A number of accelerated molecular dynamics runs on both ERα

monomer and homodimer with a total length of 2.2 µs have been performed. Each of these

runs were with lengths between 70 and 250 ns. The length of all accumulated simulations by

the different approaches used reached about 3.3 µs. To our knowledge, these are the longest

MD runs on a nuclear receptor reported to date. Based on these simulations, we were able, for

the first time, to sample well the conformational landscape of the most important for the

activity for all Nuclear Receptors helix 12, starting from an unfolded state, as well as to
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reproduce precisely both the agonist and the antagonist conformations and to describe the

transition paths between them even in the presence of an agonist ligand. The populations of

these well known from X-ray data and many newly identified intermediate states were

accessed and the free energy of binding for each of these H12 conformational clusters was

calculated. All of the previously performed MD simulations had failed to recreate these states

and to describe the transition paths between them. Further, the receptor substructural and

inter-dimer interactions which lead to the H12 conformational changes were revealed. Based

on these data, we have concluded that the dimer formation reshapes the H12 conformational

landscape and is a leading factor for the activation helix conformation and dynamic. This not

only agrees with experimental data but also provides a structural basis for several remarkable

observations. Having combined previous data and our results, we also presumed that the

ligands do not directly determinate the helix 12 position but rather stabilize/destabilize

substructural parts of the receptor, which in turn affects dimerization and H12 conformation.

Further research in this direction should be performed in order to specify the process above,

but our results here have demonstrated that the presence of estradiol does not affect

significantly the H12 conformation, as was observed in presence of the second dimer unit.

Finally, we have proposed a novel ERα activation/deactivation pathway and, thereupon, the

sequence of the binding events during receptor activity modulation, which helps for the

explanation of many ERα dynamic features and the activity of some known ligands, and also

provides a basis for the design of new classes of nuclear receptor modulators.
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Movies

Movie 1: H12 conformational sampling in an ERα monomer based on simulation aMDm2 which describes the
observed and presented in Figure 1 activation helix populations under and above H11, respectively.

Movie 2: Transition of H12 from an unfolded form to an antagonist and then an antagonist conformation via
Path 1

Movie 3: Transition of H12 from an unfolded form to an antagonist via Path 2

Movie 4: Transition of H12 from an unfolded form to an antagonist conformation via Path 1
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