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Abstract 24 

A methodology was developed to authentication of transgenic from non-transgenic soybean oils 25 

samples by using Ultraviolet (UV) spectroscopy coupled with Partial Least Squares Discriminant 26 

Analysis (PLS-DA). The accuracy, represented by RMSEC and RMSEP, was 0.223 and 0.278, 27 

respectively. For the model, the sensitivities were 0.875 and 1.000 for transgenic and non-28 

transgenic classes, respectively. Based on these results, the model was able to classify the non-29 

transgenic soybean oil samples. The transgenic class present specificity equal to 1, this result 30 

means that any non-transgenic sample was classified in the transgenic class. The non-transgenic 31 

class present specificity equal 0.875 due the prediction of two samples of transgenic class in the 32 

non-transgenic class. The ability of UV spectroscopy for soybean oil authentication can be 33 

assigned to the bathochromic shift, probably due to the differences in the chromophore group of 34 

genotypic structure present in the transgenic and non-transgenic samples. 35 

 36 
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1. Introduction 48 

Food authentication could be considered a further guarantee for the quality and safety of 49 

a foodstuff.
1
 Although of the genetically modified food (GMF) offer some advantages such as 50 

better nutritional value or resistance against insects and diseases. In Brazil and European Union 51 

the GMF is still considered undesirable and the implementation of any labelling policy will 52 

require the development of reliable detection methods.
2
  53 

Polymerase chain reaction (PCR) is usually accepted as an analytical method to detect 54 

GMF.
3
 The PCR method is used to amplify target DNA fragments,

4
 however, to achieve 55 

successful results in DNA amplification methods there is a dependency of the efficiency of DNA 56 

extraction protocols.
3
 DNA extraction is considered a critical point in the analysis of complex 57 

samples and very processed food matrices.
5
   58 

The authentication of transgenic and non-transgenic foods by using infrared spectroscopy 59 

and chemometric methods has been explored. As an example, Alcantara et al.
6
 used a Fourier 60 

Transform Mid- Infrared (FT-MIR) spectroscopy coupled with Principal Component Analysis 61 

(PCA) and K-Nearest Neighbor (KNN) to discriminate transgenic from non-transgenic soybean 62 

grains. Moreover, a review on the identification of transgenic foods using Near Infrared (NIR) 63 

spectroscopy was published by Alishahi et al.
7
 Luna et al.

3
 proposed a rapid characterization of 64 

transgenic and non-transgenic soybean oils by using NIR spectroscopy, PCA, Support Vectors 65 

Machine-Discriminant Analysis (SVM-DA) and Partial Least Squares with Discriminant 66 

Analysis (PLS-DA). Besides this, an approach to discriminate transgenic from non-transgenic 67 

soybean oil was proposed by using FT-MIR, SVM-DA, PLS-DA and Soft Independent Modeling 68 

of Class Analogies (SIMCA).
2
 69 
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Therefore, the combination of spectroscopy with chemometrics is a powerful tool for 70 

quality control in food science because it is a fast technique that needs no pretreatment (or 71 

minimal pretreatment) of the sample, and it offers results for classification and/or authentication 72 

of edible oils.
2,3

 Due to these advantages, and considering that no application of ultraviolet (UV) 73 

spectroscopy for this purpose was found on the literature, the objective of this paper is 74 

developing a methodology for authentication of transgenic from non-transgenic soybean oil 75 

samples using UV spectroscopy coupled with PLS-DA chemometric tool. For liquid samples, 76 

UV spectroscopy can be used since the region contains information about the chemical structures 77 

of the compounds due to chromophore absorptions.
8
 Furthermore, there are several papers 78 

combining UV and chemometrics to analyzes food samples.
8-13

  79 

 80 

2. Experimental 81 

One hundred and five soybean oil samples (65 transgenic and 40 non-transgenic) of 82 

different brands and different lots were purchased in various local supermarkets at Campo 83 

Mourão, Brazil. All the bottles were labeled by own the manufacturer as being transgenic or non-84 

transgenic.  85 

UV spectra were collected at 1 nm intervals over the 200–400nm spectral region on an 86 

Ocean Optics spectrometer USB-650-UV-VIS model by using a quartz cuvette with 1mm of the 87 

optical path. The soybean oil was analyzed directly, without further preparation. The data were 88 

processed with MATLAB R2007b, were the spectra was organized into a matrix and the 89 

supervised pattern recognition method PLS-DA was performed with application of the PLS 90 

Toolbox 5.2 from Eigenvector Research.  91 

 92 
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3. Chemometric methods 93 

3.1. PLS-DA 94 

PLS-DA is a supervised pattern recognition method,
14

 and has its foundation on the 95 

Partial Least Squares Regression (PLSR).
15

 Both, PLS-DA and PLSR, are based on PCA, an 96 

unsupervised pattern recognition method.
16

 These methods can be applied to first order data as 97 

UV spectra, were one vector is obtained for each sample. The vectors are organized in a matrix 98 

(X) that is decomposed, by principal components (PCs), in a product of two matrices: scores and 99 

loadings matrices.
13

  100 

In PLSR the matrix X is related to another matrix, Y (or vector y), that contain the 101 

response of an interest properties (acidity or vitamin C, for example) obtained by a reference 102 

method (titration, for example). The X and Y matrices are decomposed simultaneity in scores 103 

and loadings. The PCs, which are orthogonal in PCA, in the PLSR suffers modifications to 104 

choose the maximum covariance between X and Y then the PCs receives the terminology of 105 

Latent Variables (VLs) in PLSR.
15

 106 

On PLS-DA method, the Y matrix contain information about sample class and, due this, 107 

they are a supervised pattern recognition method. The Y values are ‘zero’ or ‘one’ and these 108 

codes indicate if the sample is from one class or another class. For example, consider four classes 109 

and, a sample in the second class, the y value for this sample is y = {0 1 0 0}.
14

 The predicted 110 

results from PLS-DA must be ‘zero’ or ‘one’, however, in practice these values are close of 111 

these. It is calculated a threshold value between the predicted values, and values above this 112 

threshold value indicates that the sample belongs to the modeled class. On the other hand, 113 

predicted values below this threshold limit indicate that the sample does not belong to the 114 

modeled class. For threshold estimation the distribution of the prediction values obtained from a 115 
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PLS-DA model in the calibration samples are needed to find a threshold value which will best 116 

split those classes with the least probability of false classifications of future predictions. It is 117 

assumed that the predicted values for each class are approximately normally distributed and the 118 

calculation is performed by Bayesian statistic.
17

  119 

The optimum PLS-DA model dimension can be determined by the minimum root mean 120 

square error of cross-validation (RMSECV) for the calibration samples, obtained by the leave-121 

one-out or contiguous block procedure. PLS-DA method has been employed, for example, in 122 

food analysis,
2,3,13

 for authentication of wood samples,
17

 tree species,
18

 pharmaceutical 123 

analysis,
19,20

 authentication of geographical origin,
21

 and forensic analysis.
22,23

  124 

 125 

3.2. Why PLS-DA method was chosen for this proposal? 126 

Regarding the chemometric methodologies that were proposed in previous research about 127 

authentication of transgenic and non-transgenic soybean oils,
2,3

 if a linear method promote a 128 

suitable model, then the use of a non-linear method like SVM-DA is not justified. About PCA, it 129 

is an unsupervised pattern recognition method. Unsupervised pattern recognition suggests that 130 

the method should be employed only in exploratory analysis and not to make predictions. The 131 

KNN, SIMCA, and PLS-DA are linear methods for supervised pattern recognition.  132 

KNN is a method based on distance calculation. Then, in the samples prediction this 133 

method will always classify the samples in a modeled class. This means that if a sample does not 134 

belong to any of classes that have been modeled, i.e., if the sample is an outlier, by calculating 135 

the shortest distance, it is classified as belonging to one of the modeled classes. Therefore, KNN 136 

method does not identify outliers. SIMCA is a method based on the PCA where a PCA model is 137 
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built for each present class in the system. The advantage of SIMCA over KNN method is that 138 

SIMCA can identified outliers.
24

  139 

SIMCA presents considerable success as classification tool when the variation between 140 

groups is larger than the variation within the groups.
25

 However, when the variability within the 141 

group is greater than the variability among groups, the SIMCA method cannot distinguish 142 

between the groups and, in such cases, PLS-DA has been an alternative. Considering the stated 143 

in this work PLS-DA method was chosen because: 1) can be able to identify outliers; 2) we had 144 

no knowledge if the variability within the group would be greater than the variability among 145 

groups; 3) the data fit on a linear model. 146 

 147 

4. Results and discussion 148 

Figure 1 shows the UV spectra after baseline correction and smoothing by using savgol 149 

algorithm
26

 (first order polynomial applied on each five spectra point). It is possible to note a 150 

slight difference in the spectra in the region around 310 nm. However, due to the lack of 151 

selectivity in UV spectroscopy is difficult to draw conclusions only by regarding the spectra and 152 

a statistical methodology, as PLS-DA, can contribute to the reliability of the results. 153 

The calibration and validation data sets were composed of 75 (50 transgenic and 25 non-154 

transgenic) and 30 (15 transgenic and 15 non-transgenic) samples, respectively, selected by the 155 

Kennard–Stone algorithm.
27

 In this algorithm, the first sample selected is that with the largest 156 

distance from the center of the data. The next sample again has the largest distance from the last 157 

point, and so on, until the number of samples for the calibration set is complete. 158 

The optimum PLS-DA model dimension was determined by the minimum root mean 159 

square error of cross-validation (RMSECV) for the calibration samples, obtained by the 160 
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contiguous block procedure with eight samples. This procedure result the choice of eight latent 161 

variables for mean-centered model development. 162 

The next step was outlier identification. Outliers can be defined as observations showing 163 

some type of departure from the bulk of the data. They may occur for many different reasons, for 164 

example, laboratory error, objects from another population or instrument error.
28

 In this work, 165 

the outlier identification was performed by leverage and Q Residuals analysis on the calibration 166 

and validation samples. Leverage represents how much one sample is distant from the center of 167 

the data and, Q Residuals represent the unmodeled residuals in spectra. According to the Figure 168 

2, three samples from transgenic calibration set present a high leverage (on the top). However, 169 

these samples present a low Q Residuals. It is possible to observe also that one sample from 170 

transgenic calibration set with a high Q Residual (in the right side). Nonetheless, this sample 171 

present a low leverage. Samples can be considered certainly outliers when it have both high 172 

leverage and high Q Residuals and then, the calibration and validation data sets have no outliers 173 

since no sample presents high leverage value and Q Residuals, simultaneously. 174 

Figure 3 presents the distribution of the estimated class values, for both calibration and 175 

validation data sets, for transgenic and non-transgenic soybean oils, of the authentication model. 176 

For both types of samples, a clear separation between the estimated class values for the 177 

transgenic and non-transgenic can be observed. It is also important to note that the agreement 178 

between the RMSEC and RMSEP, 0.223 and 0.278, respectively confirms the absence of 179 

overfitting. 180 

Sensitivity and specificity were determined from data of Figure 3. Sensitivity is the 181 

model ability to classify the validation samples belonging to a particular class. If the model 182 

classify all samples in a given class correctly, then the sensitivity to this class is equal to 1. For 183 
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the model, the sensitivities were 0.875 and 1.000 for transgenic and non-transgenic classes, 184 

respectively. Based on these results, the model was able to classify the non-transgenic soybean 185 

oil samples. 186 

The specificity is related to the incorrect prediction validation samples of other classes in 187 

a particular class. Thus, if the model does not present error in predicting a sample, this model 188 

presents specificity equal to 1. The transgenic class present specificity equal to 1, this result 189 

means that any non-transgenic sample was classified in the transgenic class. The non-transgenic 190 

class present specificity equal 0.875 due the prediction of two samples of transgenic class in the 191 

non-transgenic class. A similar result was achieved by Luna et al.
3
 using PLS-DA and SVM-DA 192 

models to discriminant transgenic and non-transgenic soybean oil by NIR spectroscopy. 193 

The scores plot for PLS-DA model is presented in Figure 4. A separation between 194 

transgenic and non-transgenic samples can be observed, indicating that the non-transgenic 195 

samples were discriminated by the positive part of LV3, while the transgenic samples were 196 

discriminated by the negative part of LV3. 197 

Loadings plot in Figure 5 shows that the region between 300-340 nm contributes to the 198 

differentiation between classes. By analyzing this figure, it is possible note that the peak in 300-199 

310nm contributed to the transgenic samples classification because they have negative loadings 200 

for LV3. For non-transgenic samples classification the peak around 330nm is the most important 201 

because they have positive loadings for LV3.  202 

By comparing the spectra of transgenic and non-transgenic soybean sample in the Figure 203 

1B with the loadings plot it is possible assign that differentiation between sample classes to a 204 

bathochromic shift, probably due to the differences in the chromophore group of genotypic 205 

structure
7
 present in the transgenic and non-transgenic samples.  206 
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 207 

Conclusions 208 

UV spectroscopy associated with PLS-DA chemometric method showed to be a powerful 209 

tool to authenticate soybean oil samples as transgenic or non-transgenic. Furthermore, it enables 210 

a fast and nondestructive analysis of soybean oil without any sample preparation. Even though 211 

the UV spectroscopy is not a selective technique when coupled with the supervised chemometric 212 

method PLS-DA, the technique can promote the authentication of transgenic and non-transgenic 213 

soybean oils. The ability of UV spectroscopy for soybean oil authentication can be assigned to 214 

the bathochromic shift, probably due to the differences in the chromophore group of genotypic 215 

structure present in the transgenic and non-transgenic samples. 216 
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 275 

 276 

Figure captions 277 

Figure 1. UV spectra of soybean samples (A) and UV spectra of soybean oil non-transgenic ( 278 

) and transgenic (-----).  279 

Figure 2. Q Residuals against Leverage for PLS-DA model. (●) transgenic calibration samples. 280 

(o) transgenic validation samples. (■) non-transgenic calibration samples. () non-transgenic 281 

validation samples. 282 

Figure 3. Estimated class values for calibration and validation sets for discrimination between 283 

transgenic (A) and non-transgenic (B) soybean oils. (●) transgenic calibration samples. (o) 284 

transgenic validation samples. (■) non-transgenic calibration samples. () non-transgenic 285 

validation samples. 286 

Figure 4. Scores plot of PLS-DA model. (●) transgenic calibration samples. (o) transgenic 287 

validation samples. (■) non-transgenic calibration samples. () non-transgenic validation 288 

samples. 289 

Figure 5. Loadings plot of third latent variable for PLS-DA model. 290 

Page 13 of 20 Analytical Methods

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
na

ly
tic

al
M

et
ho

ds
A

cc
ep

te
d

M
an

us
cr

ip
t



  

 

 

 

244x172mm (72 x 72 DPI)  

 

 

Page 14 of 20Analytical Methods

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
na

ly
tic

al
M

et
ho

ds
A

cc
ep

te
d

M
an

us
cr

ip
t



  

 

 

 

244x164mm (72 x 72 DPI)  

 

 

Page 15 of 20 Analytical Methods

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
na

ly
tic

al
M

et
ho

ds
A

cc
ep

te
d

M
an

us
cr

ip
t



  

 

 

 

244x164mm (72 x 72 DPI)  

 

 

Page 16 of 20Analytical Methods

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
na

ly
tic

al
M

et
ho

ds
A

cc
ep

te
d

M
an

us
cr

ip
t



  

 

 

 

244x164mm (72 x 72 DPI)  

 

 

Page 17 of 20 Analytical Methods

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
na

ly
tic

al
M

et
ho

ds
A

cc
ep

te
d

M
an

us
cr

ip
t



  

 

 

 

244x164mm (72 x 72 DPI)  

 

 

Page 18 of 20Analytical Methods

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
na

ly
tic

al
M

et
ho

ds
A

cc
ep

te
d

M
an

us
cr

ip
t



  

 

 

 

244x164mm (72 x 72 DPI)  

 

 

Page 19 of 20 Analytical Methods

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
na

ly
tic

al
M

et
ho

ds
A

cc
ep

te
d

M
an

us
cr

ip
t



__ non-transgenic
--- transgenic

Page 20 of 20Analytical Methods

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
na

ly
tic

al
M

et
ho

ds
A

cc
ep

te
d

M
an

us
cr

ip
t


