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Exponential blinking statistics was reported in oxidized Si nanoparticles and the switching mechanism was attributed to the activation and deactivation of unidentified nonradiative recombination centers. Using ab initio calculations we predicted that Si dangling bonds at the surface of oxidized nanoparticles introduce defect states which, depending on their charge and local stress conditions, may give rise to ON and OFF states responsible for exponential blinking statistics. Our results are based on first principles calculations of charge transition levels, single particle energies, and radiative and nonradiative lifetimes of dangling bond defects at the surface of oxidized silicon nanoparticles under stress.

1 Introduction

Fluorescence intermittency, also known as blinking, refers to the stochastic switching between bright (ON) and dark (OFF) states of molecular emitters under continuous excitation and can be found in a wide variety of systems, from single vi- olamine molecules1 to semiconductor nanoparticles (NPs).2 Blinking may be a detrimental effect which decreases the quantum efficiency, brightness and overall performance of NPs in several applications such as single-molecule imaging, lasers and NP solar cells. Blinking of individual NPs was first reported in CdSe two decades ago and it has since been observed in CdS, CdTe, ZnS and Si.2–9 It is now believed that two types of blinking processes exist.10 One, referred to as "A-type", is caused by photo-assisted Auger ionization. In the OFF state, all excited electron-hole (e-h) pairs recombine through nonradiative Auger recombination. The probabilities of the ON and OFF blinking times (τ) follow a power law of the form P(t) ∝ t^−α where 1 < α < 2 and several theoretical microscopic models were proposed to explain the switching mechanism.7,8,11–17 We note that the power law distribution is ubiquitous in nature: earthquake magnitudes, solar flare intensities, wildfires sizes, the sizes of neuronal and sandpile avalanches all have a power law dependence and the origin of such dependence has been explained by the influential theory of self-organized criticality.18,19

Another type of blinking, B-type, is believed to be caused by the charging and discharging of yet unidentified, electron-accepting, nonradiative, recombination centers at the surface of the NPs.10 For example, blinking was observed in Si/SiO2 nanocrystals, and it was suggested that the "simple opening and closing of an efficient nonradiative recombination center" could be a reasonable explanation for the observed linear dependence of the blinking frequency on excitation power; however the nonradiative center has remained so far unidentified.3,4,20 Indeed, several types of native defects exist at the Si/SiO2 interface and it is yet unclear which of them may cause blinking in NPSi/SiO2 systems.21–24

One of the most common defects at the Si/SiO2 interface, both in the bulk and in NPs, is the silicon dangling bond (DB), which has been the focus of several theoretical and experimental investigations.25–39 At the bulk Si interface the isolated DB can exist in three different charge states: negative D−, neutral D0 and positive D+. With two electronic transitions positioned 0.3 eV above the VBM and 0.25 eV below the CBM, respectively.40,41 After oxidation, the density of DB defects on a bulk Si surface may be of the order of 10^{12} cm^−2 and even at these densities, DBs may be detrimental to the functionality of electronic devices.33,42 Though bulk silicon-silicon-oxide interfaces have been extensively studied, given their interest to the electronics industry, much less is known about the properties of DB defects on the surface of oxidized Si NPs.

In particular, all first principle studies of DBs at the surface of Si NPs were so far focused on hydrogen terminated samples in the absence of a host matrix43,44, which is however known to influence the electronic properties of the NPs.45,46 It is now known that quantum confinement leads to Si DB charge transition levels (CTLs) which are asymmetrically positioned within the electronic gap of fully hydrogen passivated Si NPs. Neutral DBs at the surface of hydrogenated Si NPs were predicted to be efficient nonradiative recombination centers responsible
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for low electron mobilities in organic-inorganic hybrid nanostructure materials\textsuperscript{44}, recombination on charged DBs was instead found to be a radiative process for small Si crystallites with gap energies higher than 2.2 eV, at low temperatures.\textsuperscript{47} 

In this work, we used ab initio calculations to investigate the electronic properties and charge recombination dynamics in oxidized Si NPs containing surface DBs. We focused on the relative probability of radiative and nonradiative recombination processes\textsuperscript{48–51} as a function of stress at or close to the surface of the NP, where defects are present. From our results, we predicted that surface DBs introduce defect states which can cause blinking within oxidized Si NPs, and these DB states are responsible for the exponential blinking statistics observed experimentally in Si NP/oxide composites. Our study is the first to report ab initio calculations of recombination rates of defects at oxidized Si NP surfaces.

2 Structural Models

We considered three Si NPs: Si\textsubscript{77}O\textsubscript{52}H\textsubscript{76}, Si\textsubscript{116}O\textsubscript{22}H\textsubscript{84} and Si\textsubscript{238}O\textsubscript{119}H\textsubscript{32} terminated with one oxidized layer, with diameters of 1.3, 1.6 and 1.9 nm respectively. These NPs were obtained in a previous study,\textsuperscript{46} through a coupled classical-ab initio molecular dynamics (MD) approach, by annealing Si NPs within an amorphous Si\textsubscript{2}O\textsubscript{2} matrix consisting of 648 atoms.

After annealing, the NPs and their interfacial oxide layer shells were extracted from the host matrix and terminated by hydrogen atoms, so as to saturate all dangling bonds of the oxide. The projected density of states of the embedded and extracted NPs were compared, and found to be almost identical. We hence considered the extracted NPs with an oxide layer as representative of a Si NP under the stress conditions exerted by the matrix and, for computational simplicity, we studied the electronic properties of defects in the extracted NPs.

At the surface of the latter, we introduced three different types of DB defects, traditionally denoted: $P_0$, $P_{b0}$ and $P_{b1}$,\textsuperscript{*} and we optimized the positions of nearest neighbor atoms under three different conditions, mimicking the presence of different stress fields on the surface of the nanoparticles. First, we simulated the presence of a highly constrained environment where only atoms that are nearest neighbors of the defect are allowed to relax (we denote this configuration by $r_{nn}$). We then considered the conditions under which only the outer most layer was held fixed and the interior atoms, including nearest neighbors of the defect, were allowed to relax (configuration $r_{np}$). Finally, we simulated a free standing NP where all atoms were allowed to relax (configuration $r_\infty$). The final geometry of the smallest extracted model without any relaxation is presented in Figure 1.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{Fig1.png}
\caption{Model of a 1.3 nm silicon nanoparticle terminated by an oxide layer, as extracted from an amorphous matrix of Si\textsubscript{2}O\textsubscript{2} (see text). The three dangling bond defect geometries studied in this work, labeled $P_0$, $P_{b0}$ and $P_{b1}$, are shown.\textsuperscript{31} Silicon, oxygen and hydrogen atoms are represented by yellow, red and white spheres, respectively. Each nanoparticle modeled in this work has a maximum of one dangling bond defect.}
\end{figure}

3 Theory and Computational Methods

Usually, the presence of DBs introduce electronic defect states within the energy gap of the host semiconductor. Such states may become charged through different mechanisms, including (i) the exchange of electrons or holes with surrounding defects within the host matrix, (ii) the variation of the Fermi level by applying an electric field, or (iii) a change in the doping levels within the sample.

In order to study charge defects and compare their relative stability, it is useful to define charge transition levels. The value of the Fermi level ($\epsilon(q_1/q_2)$) at which two charge states, $q_1$ and $q_2$, of the same defect have the same formation energy is called the charge transition level and is defined as:

\begin{equation}
\epsilon(q_1/q_2) = \frac{E^f(X^{q_1};E_F = 0) - E^f(X^{q_2};E_F = 0)}{q_2 - q_1}
\end{equation}

\textsuperscript{*} The DB defect geometries are labeled $P_0$, $P_{b0}$ and $P_{b1}$ to indicate that the defects are Paramagnetic; they were first reported in Ref. 52. The $P_{b1}$ defect is found at the bulk Si(111)/Si\textsubscript{2}O\textsubscript{2} interface while the $P_{b0}$ and $P_{b1}$ have been reported to exist at the Si(100)/Si\textsubscript{2}O\textsubscript{2} interface.\textsuperscript{31}
where $E_F$ is the Fermi level and $E'(X^q; E_F = 0)$ is the formation energy of defect $X$ in charge state $q$. In our calculations of $E'$, atomic positions were allowed to relax within specific relaxation conditions ($r_{nm}$ or $r_{nn}$), hence the transition levels reported in this work correspond to thermodynamic transition levels, as defined in Ref. 54.

To compute the nonradiative capture rates by a single DB we need to calculate the transition rate from a thermalized state manifold given by 55:

$$ k_{nr} = \sum_m f_m k_m $$

where $m$ is the initial vibrational state manifold index, $f_m$ is the quantum statistical equilibrium distribution and $k_m$ is the transition rate of state $m$. In this work we treated the interaction to first order in the electron-phonon coupling and because the initial state is expected to decay to a manifold of final vibrational states, we may replace $k_m$ in Equation 2 with Fermi’s golden rule. Furthermore, we assumed the nonradiative transition processes to take place between two electronic states, along a single effective reaction coordinate, with both states characterized by the same single vibrational frequency $\omega$. The path of the effective parabolic vibrational mode was defined by $\{R_i\} = x\{R_f\} + (1-x)\{R_i\}$, where $\{R_i\}$ and $\{R_f\}$ are the optimized atomic coordinates of the system in the initial and final electronic states, respectively, as $x$ is varied from 0 to 1. Under these conditions, Equation 2 gives the full quantum (FQ) transition rate:

$$ k^Q_{nr} = \sum_{m,n} f_m 2\pi \hbar |\langle \chi_m | Q - Q_f | \chi_n \rangle|^2 \delta (E_o + mn\hbar \omega - n\hbar \omega) $$

where $E_o$ is the ionization energy of the defect defined as $E_o = E_i(\{R_f\}) - E_i(\{R_i\})$, $\chi_{m,n}$ is the harmonic wavefunction of the effective vibrational state with quantum number $m$, when the electron is in state $i$; $Q - Q_f$ is the difference between the configuration coordinate of the reaction and the equilibrium configuration coordinate of the electron in the initial state $i$ defined by $Q - Q_f = \sum_j \sqrt{M_j} (R_j - R_{i,j})$, where $M_j$ is the mass of the $j^{th}$ atom, $R_i$ is the position of the $j^{th}$ atom and $R_{i,j}$ is the equilibrium position of the $j^{th}$ atom when the electron is in the initial state. $E_o$ is the Bose-Einstein occupation of the vibrational state $m$ and $v$ is the electronic coupling computed within the static and linear coupling approximations 48,49:

$$ v = (\varepsilon_f - \varepsilon_i) \frac{\partial \psi_f(\{R_i\})}{\partial Q} $$

where we assumed the many body electronic wavefunctions can be replaced by the single particle Kohn-Sham orbitals $\psi_i(\{R_i\})$ and $\psi_f(\{R_f\})$, i.e. the eigenfunctions of the electronic Hamiltonian at $\{R_i\}$; $\varepsilon_i$ and $\varepsilon_f$ are the respective eigenvalues.

In the high temperature limit $\hbar \omega \ll k_b T$ the ions can be treated classically and $f_m \approx \frac{\exp(-E_o/2k_b T)}{\exp(-E_o/2k_b T) + \exp(-E_i/2k_b T)}$, where $\beta = (k_b T)^{-1}$. Furthermore if $v$ is small then $k_m$ in Equation 2 can be replaced with $\frac{\omega}{\pi} P_{i \rightarrow f}$ where $P_{i \rightarrow f}$ is the probability that a transition $\psi_i \rightarrow \psi_f$ occurs, given by the Landau-Zener formula. 56. Under these conditions and making the substitution $\sum_m \rightarrow \int \frac{d\omega}{\omega}$, Equation 2 simplifies to the well known Marcus theory equation:

$$ k_{Marcus} = |V|^2 \sqrt{\frac{\pi \beta}{4E_F}} e^{-\beta E_{act}} $$

where $E_{act}$ is the activation energy given by:

$$ E_{act} = \frac{(E_o - E_F)^2}{4E_F} $$

If we treat both the ions and the electron classically, then $k_m$ can be replaced by $\frac{\omega}{2\pi} \Theta(E - E_{act})$ so that the probability of the electron transition occurring is 1 if the energy of the system is greater than the activation energy. Under these conditions, Equation 2 gives the classical transition rate:

$$ k^c_{nr} = \frac{\omega}{\pi} e^{-\beta E_{act}} $$

Equations 3, 5 and 7 serve as the basis for all nonradiative transition rate calculations considered in this work.

Radiative recombination rates were estimated using Fermi’s golden rule and the dipole approximation and they are given by 58,59:

$$ k_r = \frac{4n\alpha \omega^3}{3c^2} \langle |\psi_i(\{R_i\})| \psi_f(\{R_f\}) |^2 \rangle $$

where $\hbar$ has been set to 1, $c$ is the speed of light in vacuum and $\omega$ is the transition energy. Because the NP is mostly composed of Si atoms and we are only interested in the comparison of $k_r$ and $k_{nr}$ which, according to our results, differ by more than two orders of magnitude, the index of refraction ($n$) was approximated by that of bulk Si. We checked the strain dependence of the radiative lifetimes by calculating the decay rates of an excited electron in the fully relaxed and strained 1.3 nm NPs. We found both rates to be of the order of $10^6$ s$^{-1}$, which is within the same order of magnitude of other theoretical predictions. 60,61

Geometry optimizations and all other results reported in this work were obtained using density functional theory (DFT) as implemented in the software package Quantum Espresso 62. The generalized gradient corrected PBE functional 63 was used...
as an approximation for the exchange and correlation energy. Norm-conserving Rappe Rabe Kaxiras Joannopoulos (RRKJ)\textsuperscript{64} pseudopotentials in separable (Kleinman-Bylander) form from the Quantum Espresso library\textsuperscript{62} were adopted to describe the effective interaction between valence electrons and frozen ionic cores. The single particle Kohn-Sham (KS) orbitals were represented using a plane wave basis with a maximum energy cutoff of 80 Rydberg; energies and wavefunctions were considered converged after the estimated error on the electronic total energy was less than $10^{-8}$ Ry. Geometry optimizations were considered converged if all forces were less than $10^{-3}$ Ry/Bohr. Total energies of charged systems were obtained using the Makov-Payne correction (MPC) scheme.\textsuperscript{65}

### 4 Results and Discussion

In the following we present our results for the electronic properties of the neutral and charged dangling bond defects and for several radiative and nonradiative decay processes. By comparing computed values of $k_r$ and $k_{nr}$ as a function of the local stress in the NP, we show that decay channels are strongly dependent on strain and hence on the effect of the matrix on the NP. Finally we discuss blinking and its dependence on strain.

We first discuss our calculations of thermodynamic charge transition levels showing that the levels of $P_b$, $P_{b1}$ and $P_{b0}$ are stress dependent. The computed charge transition levels for the $P_b$, $P_{b1}$ and $P_{b0}$ defects on the surface of strained, oxidized 1.3 nm Si NPs are presented in Figure 2. They were obtained as total energy differences using Equation 1. All calculations represented by solid lines were carried out in the configuration characterized by the coordinate $r_{nn}$.

The dashed lines represent the CTLs of the fully relaxed NP with a single $P_b$ defect in an unstrained configuration; the comparison with the solid line for the same system highlights the effect of strain in determining the CTLs. In agreement with Ref. 43, we found that the CTL of the $P_b$ defect is asymmetrically positioned within the gap of the defectless NP. This asymmetry is also present in the case of the $P_{b1}$ and $P_{b0}$ defects. Assuming the Fermi level can lie anywhere within the gap of the NP, then Figure 2 shows that the most likely charge state of the NP is the neutral charge state. Therefore, we now turn our attention to the single particle energy levels of the NP with a neutral DB defect, and verify that the defect states remain within the NP gap as its diameter is varied.

It is well known that DFT underestimates energy gaps, but it has nevertheless proven to be a useful tool to predict trends of energy gaps, e.g. as a function of NP size. In Figure 3 we present the HOMO/LUMO gaps of two DB defect geometries as a function of NP size. Not shown in Figure 3 are the $P_{b0}$ gaps which were found to differ from those of the $P_b$ defect by less than 0.05 eVs for the smallest NP. Our results predict that the defect energy levels remain within the gap of the oxidized NPs for all diameters.

The bulk model, “B” reported Figure 3, was simulated by a 215 Si atom supercell with a single dangling bond defect at the center. The neighboring atoms around the defect were passivated using an oxygen bridge and a hydrogen atom. A complete description of the bulk model is provided in the supplementary material.

Having established that the single particle energy levels associated with the stable neutral defect are in the gap of the NPs, we now focus on the $P_b$ defect on the surface of the 1.3 nm oxidized NP. We first discuss the potential energy surfaces corresponding to the electronic excitations displayed in Figure 3. Though the full PESs are not required to calculate $k_{nr}$,
they help to visualize the decay processes. A qualitative description of the configuration coordinate is provided in Ref. 40. The PESs were obtained by fitting parabolas to the total energy calculations required to obtain $E_a$ and $E_F$ for the $P_h$ defect on the surface of the 1.3 nm NP, within the $r_{nn}$ relaxation condition. Two spin channels can be excited as shown in the two panels of Figure 4.

**Fig. 4** Configuration coordinate diagrams for the decay processes belonging to two separate spin channels. The notation $D^0 \rightarrow D^\pm$ denotes the transition of the dangling bond from charge state $\alpha$ to charge state $\beta$. See text for further description.

Though several atoms move along different paths during each of the reactions depicted in Figure 4, the configuration coordinate on the x-axis of Figure 4 represents, on average, the position of a three-fold coordinated silicon surface atom along a radial direction of the NP, with the origin corresponding to the equilibrium position of the atom, and with the DB in the neutral charge state ($D^0$). The red curve corresponds to the DB in the neutral charge state ($D^0$) with an excited carrier in the conduction band. As the system relaxes the charge state of the DB changes. Depending on which spin channel the excited carrier occupies, the DB may transition to either the negative ($D^-$) or positive ($D^+$) charge state represented by the black curves in panels a) and b), respectively. During the transition from ($D^0$) to ($D^-$), the three-fold coordinated atom moves away from its nearest neighbors at equilibrium and from the NP center, in the positive radial direction. During the transition from ($D^0$) to ($D^+$), the three-fold coordinated surface atom moves in the negative radial direction towards the plane formed by its three nearest neighbors. When relaxation is completed, the DB returns to the neutral charge state ($D^0$).

The PESs of Figure 4 show that the nonradiative $D^+ \rightarrow D^0$ decay process is much slower than the other processes shown in Figure 4. However, the PESs may vary, depending on the amount of strain induced by the surrounding matrix. To elucidate the effect of strain on the character of recombination processes, we plotted in Figure 5 the $\ln(k_r/k_{nn})$ for the four decay processes outlined in Figure 4, as a function of decreasing strain.

**Fig. 5** The logarithm of the ratio between radiative ($k_r$) and nonradiative ($k_{nn}$) decay rates for the four capture processes outlined in Figure 4, as a function of decreasing strain on the NP (see text), for a $P_h$ defect at the surface of a 1.3 nm Si NP terminated by an oxide layer. The black horizontal line represents the boundary between radiative (white area) and nonradiative (gray area) recombination processes. Configurations representing different relaxation schemes around the defect (and hence different amount of strain) are shown on the x-axis: $r_{nn}$ (nearest neighbor), $r_{np}$ (Si NP and first layer of oxygen) and $r_\infty$ (all atoms in the system). Nonradiative rates given by Equation 7 and 3 are indicated by the dots and open circles respectively.

Nonradiative recombination rates for the processes displayed in Figure 4 and the $r_{nn}$ configurations were also calculated using Marcus theory (Equation 5). After comparing the two methods, Equations 5 and 7, we found the characters (radiative or nonradiative) of all the transitions within the $r_{nn}$ configuration to be unchanged.

It is clear from Figure 5, that the nonradiative recombination rates are highly sensitive to the number of atoms that are permitted to relax around the defect, due to the exponential dependence of $k_{nn}$ on $E_{nn}$. The largest $k_{nn}^{10}$ is of the order of $10^{12}$ s$^{-1}$ which is the same order of magnitude as that predicted by H. Li. et al. for the charge recombination rate at a Si(111)H$_{00}$/P3HT interface in the presence of a dangling bond. The nonradiative recombination rates were calculated for the three different configurations defined earlier ($r_{nn}$, $r_{np}$ and $r_\infty$). By holding some atoms fixed during relaxation we preserved the strain induced by the original surrounding matrix. Calculations allowing only nearest neighbor atoms to relax ($r_{nn}$) simulate a system where the matrix has a strong effect on the surface strain of the NP. Instead, the $r_\infty$ calculations simulate a free standing NP in the absence of the stress exerted by a host matrix. Our results show that the amount of strain – which was shown to be dependent on the density of the matrix and the size of the NP$^{16}$ – is a key factor in determining whether a recombination channel is radiative or nonradiative. For example, the $D^0 \rightarrow D^-$ process is predicted to be radiative in the $r_{nn}$ configurations; however, the same process...
is predicted to be nonradiative for configuration $r_{np}$. Overall we found that the strain caused by the matrix increases the nonradiative recombination lifetimes with respect to that of unstrained NPs.

We also built an additional model of the Pb defect at a different location on the NP, indicated by the square in Figure 5. The qualitative behavior (whether a channel is radiative or nonradiative) of this model agrees with that reported in Figure 5 by the dots, except for the $D^0 \rightarrow D^+$ process which is predicted to be nonradiative for the $r_{nn}$ geometry.

The nonradiative recombination rates also depend on the size of the NP, mostly through the dependence of the ionization energy on quantum confinement. As the size of the NP increases, the confinement energy decreases causing $E_n$ to approach $E_{FC}$ and thus decreasing the energy barrier (see Equation 6). While nonradiative recombination becomes more efficient as the size of the NP becomes larger, we expect the opposite trend for the radiative transitions, due to a reduction of the overlap between the HOMO/LUMO and the DB state, as well as the decrease in the energies of the transitions. Hence, we predict there will be a crossing region where the $D^+ \rightarrow D^0$ process will become nonradiative. If we assume $E_{FC}$ and $k_r$ to be size independent, we predict that the $D^+ \rightarrow D^0$ process will become nonradiative for NPs larger than about 4 nm in diameter. Quasi-particle corrections to DFT single particle energies nearly cancel the exciton binding energy in Si NPs, hence the values of computed DFT gaps are representative of measured optical gaps. In terms of quasi-particle gaps our calculations are representative of NPs with larger radii.

Because the nonradiative lifetimes of the $D^+ \rightarrow D^0$ process is several orders of magnitude larger than the corresponding radiative one, if strain is present for both Pb models, we predict that the capture of an electron by a positively charged DB on the surface of an oxidized NP is most likely a radiative process for NPs smaller than about 4 nm in diameter. Instead, $D^- \rightarrow D^0$ is most likely nonradiative. These results differ from previous results obtained from empirical tight binding theory for hydrogen passivated NCs, which predicted both $D^- \rightarrow D^0$ and $D^+ \rightarrow D^0$ to be radiative processes.

5 Analysis of Blinking Processes

Our calculations showed that there are strain conditions, represented by the coordinates $r_{np}$ that, in the presence of DBs, may give rise to ON and OFF states in small oxidized Si nanocrystals. If a NP with a DB is excited while in the negatively charged state, the fastest recombination channels are all nonradiative, resulting in the OFF state. If the system is excited while in the positively or neutrally charged state, half of the recombination channels are radiative for both states but only the positively charged state is likely to emit photons with energies equal to the intrinsic gap of the NP. Hence, we label the positive charge state ON and the neutral state OFF. Therefore, the charge state of the DB can determine if the NP is in the ON or OFF state. A summary of the decay dynamics is provided in the supplementary material.

Switching between the OFF and ON state can occur if an electron from a neutral NP with a surface DB were to tunnel to the several possible defects that exist in the surrounding oxide. Doing so would cause the NP/DB system to become positively charged (ON) until an electron transfer returns the system back to the neutral charge state (OFF). Hence our calculations provide an explanation for blinking processes observed in Si NPs. We note that recent experiments detecting blinking processes have been interpreted in terms of nonradiative recombination centers inside of or near CdSe/CdS/ZnS/InP NPs and Si NPs where the switching frequency between ON and OFF states was found to depend linearly on the input power. This property suggests that the switching mechanism may indeed depend on single excitation processes, as our calculations suggest, rather than on more complex processes such as Auger recombination.

6 Conclusion

Using ab initio calculations within density functional theory, we investigated the charge transition levels and recombination rates in Si NPs with oxidized surface layers and DB defects present at the surface. We showed that, depending on the charge state and strain conditions at the surface, DBs may act as nonradiative recombination centers. Based on these results, we predicted that surface dangling bonds introduce defect states at the surface of oxidized Si NPs that can cause ON and OFF blinking states. Switching between ON and OFF could be caused by charge transfer to other local defects or by temporary passivation of the DB state.

Hence our work provided a microscopic picture to explain how blinking may be achieved through surface DBs, which are highly sensitive to the local strain around each NP; however, as previously mentioned, blinking may also occur by photocarrier-assisted Auger ionization. The coexistence of multiple mechanisms, with one being highly sensitive to strain, may explain the observed variation in the type of blinking exhibited by different NPs within the same sample. Our results indicate that in a given sample, the number of NPs exhibiting exponential type blinking varies with size, strain and surface passivation. Hydrogen treatment and annealing may help reduce the density of dangling bonds possibly reducing the amount of blinking. Deep level transient spectroscopy could be used to quantify the effects of strain by measuring charge transition levels and electron spin resonance experiments would be a good additional probe to validate our predictions.

Our results are the first reported ab initio calculations showing that dangling bonds on the surface of oxidized Si NPs can
act as efficient nonradiative recombination centers or traps. Our findings thus also provide an a priori validation of the interpretation of the role that dangling bond defects play in several photonic and optoelectronic devices.\textsuperscript{74–78}
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