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Signal to noise considerations for single crystal femtosecond time resolved crystallography of the Photoactive Yellow Protein
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Femtosecond time resolved pump-probe protein X-ray crystallography requires highly accurate measurements of the photoinduced structure factor amplitude differences. In the case of femtosecond photolysis of single P63 crystals of the Photoactive Yellow Protein, it is shown that photochemical dynamics place a considerable restraint on the achievable time resolution due to the requirement to stretch and add second order dispersion in order to generate threshold concentration levels in the interaction region. Here, we report on using a ‘quasi-cw’ approach to use the rotation method with monochromatic radiation and 2 eV bandwidth at 9.465 keV at the Linac Coherent Light Source operated in SASE mode. A source of significant Bragg reflection intensity noise is identified from the combination of mode structure and jitter with very small mosaic spread of the crystals and very low convergence of the XFEL source. The accuracy with which the three dimensional reflection is approximated by the ‘quasi-cw’ rotation method with the pulsed source is modelled from the experimentally collected X-ray pulse intensities together with the measured rocking curves. This model is extended to predict merging statistics for recently demonstrated self seeded mode generated pulse train with improved stability, in addition to extrapolating to single crystal experiments with increased mosaic spread. The results show that the noise level can be adequately modelled in this manner, indicating that the large intensity fluctuations dominate the merged signal-to-noise (I/σI) value. Furthermore, these results predict that using the self seeded mode together with more mosaic crystals, sufficient accuracy may be obtained in order to resolve typical photoinduced structure factor amplitude differences, as taken from representative synchrotron results.
1 Introduction

Structural reaction dynamics of proteins are fundamental to their biological function. Femtosecond time resolved protein X-ray crystallography would provide a direct structural probe of these events, providing compelling motivation for exploiting novel XFEL sources for such studies.\(^1\) Traditionally, time resolved pump-probe spectroscopic techniques provide access to the early time processes of activation in biological molecules. One particular example of photo-induced biological activation concerns the photoisomerisation of the biological p-coumaric acid chromophore of the Photoactive Yellow protein photoreceptor. Focusing on the sub-picosecond excited state dynamics, photoisomerisation couples the initial absorption event to trigger protein structural changes, which cause a cascading series of events and formation of reaction intermediates ranging from femtosecond to second time scales.\(^{2-20}\) The primary photoproduct, ‘I\(_0\)’, which is formed after excited state decay with a typical time constant of ~0.7 ps and approximately 30\% primary quantum yield\(^2\) is characterized by visible absorption at 510 nm, red-shifted from the ground state absorption at 446 nm.\(^{21, 22}\) Ultrafast infrared spectroscopy has shown the trans-cis isomerisation is accompanied by a disruption of the hydrogen bonding between the chromophore C=O group and the Cys69 backbone, and includes the formation of a short lived ground state intermediate with distorted trans-cis configuration.\(^{17}\)

Further rearrangements of the chromophore and the surrounding protein environment occur in the electronic ground state configuration, and launch a photocycle which is thermally reversible on the ms-second time scale. The following intermediates I\(_1\), I\(_2\)’ and I\(_2\) occur on ns, ms and ms time-scale, followed by reformation of the ground state, and involve global protein structural changes that persist for ms-s, and are considered to form the biological signaling state of the photoreceptor.\(^7\)

Using synchrotron radiation, pump-probe time resolved crystallography experiments of crystals of the Photoactive Yellow Protein use the Laue X-ray diffraction method to capture the photoinduced structure factor amplitude differences.\(^{23-26}\) The PYP is one of relatively small number of light sensitive protein crystals that have been amenable to time resolved pump-probe studies using this technique, with other examples including heme proteins and photosynthetic reaction center.\(^{25, 30}\) Since their first demonstration, these experiments have continued to generate considerable interest and activity, particularly to exploit the technique to probe in detail the various reaction mechanisms and assignments from extensive time resolved measurements.\(^{24-26, 31}\)

With the emergence of novel X-FEL femtosecond pulsed hard X-ray sources, new capabilities for pump-probe crystallography now exist.\(^1\) It has been demonstrated that XFELs can be used for protein X-ray crystallography, particularly using the stream of micron-sized crystals injected into the XFEL beam using a microjet.\(^{32-36}\) Considering the crystallographic data quality, compared to that obtained at synchrotron sources, it is noted that good quality measurements of the structure factor amplitudes can be obtained by employing a ‘Monte-Carlo’ method of data integration of many observations from a large number of micro-crystals. This approach has now also allowed the observation of anomalous scattering using the serial femtosecond crystallography approach, demonstrating the possibility to use XFELs also for phasing of protein structures.\(^{33, 34}\) This result indicates that also time resolved pump-probe serial femtosecond crystallography may be possible,
which requires a very precise measurement of the small photo-induced structure factor amplitude differences, with precision that exceeds the noise levels of the collected and processed data. Here, we consider the alternative possibility of using a single, macro-crystal for pump-probe studies with XFEL radiation, particularly in view of the noise levels which are considerably higher than those for datasets collected at synchrotron sources using either the rotation method or the Laue method. A distinct advantage of the Serial Femtosecond Crystallography approach is that radiation damage should not contribute to the photoinduced difference measurements, whereas single crystal experiments collected using a stroboscopic approach do experience the effects of radiation damage.

Achieving sufficient signal-to-noise of the difference measurements depends on both the concentration of the photointermediate as well as the crystallographic data quality. Femtosecond photolysis is thus a critical parameter, which has been considered in detail on the basis of extensive power-, pulse duration- and wavelength dependence as well as the addition of second order dispersion using passive pulse shaping techniques. In the case of PYP it was found that photochemical dynamics fundamentally limit the achievable time resolution to a few hundred femtoseconds, requiring stretching and addition of second order dispersion to suppress the stimulated emission path. Numerical modelling extracted the non-linear cross sections and projected photoproduct yields which were also confirmed using conventional model-free Z-scan measurements. Perhaps counter-intuitively, optical penetration depth is not critical in this regime, in contrast to nanosecond excitation. Since the non-linear cross sections rapidly dominate the population transfer with high peak power for femtosecond excitation, little or no additional gain will be achieved for reduction of the photolyzed depth from large single crystals to micro-crystals. From the ultrafast spectroscopy studies, a compromise could be formulated which results in an instrumental cross correlation of ~300 fs with approximately 10% photolyzed yield in the interaction region. In this contribution we consider the impact of the X-ray source parameters on the crystallographic data quality collected on single crystals, firstly to evaluate the ability to scale and merge ground state data sets with sufficient accuracy.

2 Experiment

X-ray crystallography experiments were conducted at the X-ray Pump-Probe station (XPP) at the Linac Coherent Light Source (LCLS) at Stanford, USA during experiments xpp23410 and xpp44112. For the xpp23410 experiments the X-ray slits were set to 80x40 µm or to 200x200 µm, the wavelength was 1.37757 Å, and a monochromator was used with a 1.6 eV band pass. The beam intensity was adjusted by inserting attenuators such that the strongest Bragg reflections did not saturate the detector and was focused to give a convergence of 0.007°, and a spot size of 80x40 µm. The distance to the detector was 68.5 mm, as refined from the data processing, using a MAR 165 detector. The repetition rate was 2 Hz and five exposures were used to fill a single image, with either continuous rotation or of a stationary crystal. For the xpp44112 experiments, the wavelength was 1.3099 Å and a monochromator was used with 1.6 eV bandpass. The pulse duration was ~ 70 fs the X-ray slits were set to 40x40 µm. The beam was attenuated to below detector saturation with 5 X-ray pulses, with the aim to approach typical synchrotron conditions with regard to incident flux and pump-probe cycles. The distance to the detector was 59.1 mm and
was calibrated from the powder pattern from SeO2. The detector was a mar 165 CCD. P63 crystals of PYP were mounted in capillaries at room temperature and were typically ~ 50x50x400 μm dimension. The beam was centered on the crystals and scanned across the needles to collect data from multiple positions. Data were processed using MOSFLM\(^{38}\) and reduced with Scala\(^{39}\) and CCP4\(^{40}\) and also with HKL-2000.\(^{41}\) Rigid body refinement was performed with REFMAC\(^{42}\) using coordinates from 2PHY.\(^{43}\)

![Fig. 1 Bragg diffraction intensity fluctuations, and decay due to radiation damage, with a static crystal orientation. A). At the detector edge, reflections (1,-29,-4), (4,-27,-6) and (7,-30,-7) are shown for representative frame numbers 1,3,7, and 9 in the data collection series of 59 images. B) The total integrated counts for all Bragg spots for frames 1 through to 59. C) Integrated intensities for (1,-29,-4) (squares), (4,-27,-6) (circles) and (7,-30,-7) (triangles) on each frame.](image)

### 3 Results

#### 3.1 – X-ray beam mode structure and jitter in this structure are the origins of Bragg reflection intensity noise with static crystal orientation

With a detector distance of 68.5 mm, a wavelength of 1.3776 Å and a 1.6 eV bandpass, P63 crystals of PYP shows diffraction spots to the edge of the detector with up to 1.5 Å resolution. A test of the intrinsic noise of the Bragg diffraction intensity, as well as a characterization of the radiation damage under the attenuated conditions, included a data collection of a single crystal volume with static crystal orientation. Setting the X-ray slits to 200x200 μm, a series of 59 images, with 5 exposures each, followed the general decay and reproducibility of the diffraction intensities. Figure 1 shows an example of three high resolution Bragg reflections and their integrated intensities on the 59 subsequent images (panels A and C). Figure 1B shows the total integrated intensities of all Bragg spots on each image.

The total diffraction intensities show large fluctuations which are primarily...
caused by the intensity fluctuations of the X-ray source. The intrinsic bandwidth of the SASE generated beam is \( \sim 30 \) eV, with a center wavelength of 1.38 Å. Therefore, the inclusion of a monochromator with a 1.6 eV bandpass results in essentially 100% pulse intensity fluctuations, such that also the average of the sums of five pulses still produces several-fold diffraction intensity fluctuations as seen in Figure 1B. Furthermore, there is a general decay caused by radiation damage of the protein crystal, which limit the number of exposures of each crystal volume. Importantly, it is seen in Figure 1C that there are also large fluctuations in the relative diffraction intensities of individual Bragg reflections, in spite of the stationary orientation and energy selection by the monochromator. Whereas these three reflections are

![Image](https://example.com/image.png)

**Fig. 2** Measured mode structure of the X-ray beam with open aperture showing \( \sim 250 \times 250 \) µm spot size. The structure is caused by diffraction from an upstream mirror, which has smaller active length than the footprint of the beam. The structure shows additional shot-to-shot jitter.

presented as examples, this observation was also true for all other reflections measured. The possibility of crystal ‘twitching’ in response to X-ray exposure can very likely be discounted under these attenuated conditions. In contrast, unattenuated conditions were seen to ablate protein crystals and generate acoustic shock sufficient to disorder adjacent unexposed crystal volume to the extent that diffraction was lost. Under attenuated condition used here, the absorbed X-ray dose is on the same order of magnitude as that under conditions of pulsed Laue X-ray crystallography at synchrotron sources such as BioCARS 14ID. Since both the 100 ps synchrotron source pulse duration and the 70 fs XFEL pulse duration are within the acoustic propagation time across the crystal, differences in pulse duration should not account for twitching occurring under XFEL radiation exposure. Instead, the differences in relative intensities of reflections are likely due to stimulation of spatially separated mosaic blocks due to strong structure of the X-ray beam mode and jitter of this structure (Figure 2).

In comparison, a study of tetragonal Thaumatin crystals at the 19-BM synchrotron station at the Advanced Photon Source established the repeatability of retrieving the relative Bragg diffraction intensity after correction for radiation damage decay and additionally a small storage ring current drop, to be on the order of 0.7-7% r.m.s.d. for low and high resolution diffraction bins, respectively. The feasibility of small scale mosaic block microstructure is taken from phase contrast X-ray diffraction imaging of lysozyme crystals, which together with observation of anisotropic rocking curves indicate a micro-structure of crystal defects on length scales which would be expected to affect the measurements made.
with a 200x200 µm area shown in Figure 1. Reducing the X-ray slits to smaller size did not appreciably change the noise levels.

3.2 – Rocking curves of PYP crystals measured with non-diverging XFEL beam.

The reported convergence of the LCLS X-ray source is 0.007°, which is considerably smaller than the mosaic spread of PYP crystals. A rocking curve was measured over a 0.33° range, with incrementing the goniometer in 0.01° steps, and each image read after five pulses, as used in Figure 1. Each image contained between 150 and 200 Bragg spots with I/σI of 3.0 or above. Figure 3 shows representative rocking curves collected for spots in low and medium resolution bins. The full width half max (θ1/2) of a Bragg diffraction of a perfect crystal is given by

$$θ_{1/2} = 2dξ^{-1}$$  \hspace{1cm} (1)

where d is the interplanar spacing and ξ is the extinction length which in the symmetric Laue case is given by

$$ξ = \frac{\pi \cos θ_B}{Cu_ξ λ (F_ρ/V)}$$  \hspace{1cm} (2)

where r is the classical electron radius (r = 2.82 Å 10^-5 Å), F is the structure factor, V is the volume of the unit cell, C is the polarisation factor, λ is the wavelength and θB is the Bragg angle. With the addition of crystal mosaicity the phenomenological appearance of the angular intensity spread was however better represented by Gaussian functions rather than cosine functions, and the fitted f.w.h.m. values are shown in Figure 3 for four representative reflections at various resolution.

![Rocking curves of PYP crystals measured with non-diverging XFEL beam.](image)

**Figure 3**: Representative rocking curves collected for spots in low and medium resolution bins. Each image contains between 150 and 200 Bragg spots with I/σI of 3.0 or above.

- **Panel A**: (5 4 2) with θ1/2 = 0.011° and 6.0Å
- **Panel B**: (5 1 2 1) with θ1/2 = 0.044° and 3.7Å
- **Panel C**: (5 1 1 3) with θ1/2 = 0.016° and 2.7Å
- **Panel D**: (13 12 14) with θ1/2 = 0.049° and 1.9Å
Fig. 3 Representative measured rocking curves for A) (5,4,-2) (f.w.h.m. 0.011°), B) (5,12,-1) (f.w.h.m. 0.044°), C), (5,-1,-13) (f.w.h.m. 0.016°) and D) (13, 12, -14) (f.w.h.m. 0.049°).

The histogram of a set of selected reflections shows a considerable spread in the f.w.h.m. values between 0.002° and 0.075° (Figure 4). These values should be taken only as estimates given the fluctuations of the source intensity as well as the additional structure factor amplitude noise demonstrated in Figure 1. However, the results resembles for instance rocking curves determined for lysozyme crystals in their anisotropic distribution but also absolute values as well as line shape defects and splitting (Fig. 3C). The results indicate that the combination of the low mosaic spread of PYP crystals and the very low convergence angle result in very sparse observation when using the rotation method. Below, we show that increased mosaic spread would significantly improve the resulting signal-to-noise of data collected under such conditions.

Fig. 4 Histogram of 27 individually fitted rocking curves of a single PYP crystal rotated through a 0.33° range, for reflections selected at various resolution and I/σI exceeding 10 at the peak.

Fig. 5 Histogram of 8,475 pulse intensities from SASE mode at 9.47 keV with a monochromator. The I/σI from this series is 1.21 B) Histogram of 500 pulses from self-seeded mode at 8.4 keV using the entire length of the undulator, as recently demonstrated. The I/σI from this series is 2.84.

3.3 – Source noise and modelled diffraction intensity envelope projections with SASE and self-seeded mode

In the following, we consider the source intensity noise of SASE mode as well as recently demonstrated self-seeded mode, which have energy selection by including the monochromator and seeding, respectively. A photodiode detector recorded the
intensity of each shot during data collection using multiple single crystals of PYP, using the SASE mode with energy selection at 1.3099 Å and 1.6 eV bandpass. Within a single period of data collection, a series of 8,475 pulses were measured (Figure 5A). Recently, LCLS was operated in self-seeded mode, which leads to stabilization of the central wavelength, which a typical single shot f.w.h.m. of 0.5 eV and time averaged 1 eV bandwidth, at 8-9 keV. The reported parameters included a 50% r.m.s. stability fluctuation, in part due to lack of FEL saturation in the seeded half of the undulator. Experimental results presented in Amann et al (2012) Nature Photonics come from the very first self-seeding runs (January 2012). At that time, the last four LCLS undulators were not used for the self-seeding. Recently, it was reported that all the undulators can be used for self-seeding operation having an impact both on the intensity and the stability of the self-seeded beam (personal communication, Alberto Lutman and Paul Emma, LCLS, SLAC). Figure 5B shows a recent set of 500 pulses at 8.4 keV, generously provided by

Alberto Lutman and Paul Emma, which may be used to model the resulting crystallographic noise in comparison with the SASE mode.

Together with the rocking curve information it is possible to estimate the
accuracy of the estimate for the integrated structure factor amplitudes, on the basis of these intensity distributions alone, neglecting the additional noise resulting from mode structure and jitter. The rotation method was experimentally implemented by continuous rotation over a 0.1° range for each integrated image, with 5 X-ray probes, thus probing at 0.02° intervals. In this ‘quasi cw’ manner, the XFEL pulse train probes the envelope of the Bragg reflection up to 6 times, assuming an average value for the f.w.h.m. of 0.04° (Figure 4). Figure 6A shows the simulated histogram of the total resulting integrated intensity using the data shown in Figure 5A, which correspond to the actual experimental conditions of data collection (see below section 3.4). This distribution thus corresponds to the integrated 2D projection of a single observation of a Bragg spot, assuming only X-ray intensity noise contributions. Figure 6B shows the modelled distribution expected under conditions of using self-seeded mode, using data from Figure 5B. Figure 6C simulates the resulting distribution if the mosaic spread would increase 10-fold to a value of f.w.h.m. of 0.4°, but maintaining the 0.1° rotation, resulting in an average number of 76 probes for each reflection. Finally, figure 6D simulates a mosaic spread of f.w.h.m. of 0.4° and a 0.1° rotation per image.

Table 1 Data reduction statistics

<table>
<thead>
<tr>
<th></th>
<th>Multi-crystal dataset</th>
<th>Single-crystal dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td># of frames / # of crystals</td>
<td>96/6</td>
<td>23/1</td>
</tr>
<tr>
<td>Space group</td>
<td>P6_3</td>
<td>P6_3</td>
</tr>
<tr>
<td>Unit cell (a,b,c(Å);α,β,γ(°))</td>
<td>66.934, 66.934, 40.986</td>
<td>66.867, 66.867, 40.985</td>
</tr>
<tr>
<td>Resolution range (Å)</td>
<td>57.97-1.60</td>
<td>100-1.50</td>
</tr>
<tr>
<td>Reflections (Total/Unique)</td>
<td>137,459/13,877</td>
<td>20,145/16,947</td>
</tr>
<tr>
<td>Rejected outlier (#/%)</td>
<td>9,986/7.3</td>
<td>1,286/6.4</td>
</tr>
<tr>
<td>Completenessa</td>
<td>84.3(63.6)</td>
<td>51.4(21.6)</td>
</tr>
<tr>
<td>I/σI</td>
<td>3.1(1.4)</td>
<td>7.1(1.5)</td>
</tr>
<tr>
<td>Average Multiplicity</td>
<td>4.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Rmergeb</td>
<td>0.400 (0.534)</td>
<td>0.239 (0.470)</td>
</tr>
<tr>
<td>Rmeasb</td>
<td>0.445 (0.614)</td>
<td>N.D.</td>
</tr>
<tr>
<td>Rp.1mc</td>
<td>0.190 (0.289)</td>
<td>N.D.</td>
</tr>
<tr>
<td>PCVc</td>
<td>0.635 (0.822)</td>
<td>N.D.</td>
</tr>
<tr>
<td>Rmerge/Rfree (%)</td>
<td>0.26 (0.23)</td>
<td>N.D.</td>
</tr>
</tbody>
</table>

a Numbers appearing in parenthesis are for the high resolution shell.

3.4 – Applying the ‘quasi-cw’ rotation method to PYP crystals using the SASE mode

Data were collected using the rotation method at 1.3099 Å and 1.6 eV bandpass, using a rotation of 0.1° and 5 probes at 0.02° steps for each image, corresponding to conditions shown in Figure 5A and Figure 6A. The beam was 80x40 μm and was...
translated by 100 µm to collect data on multiple crystal volumes on a single crystal. Six crystals in total were used, with each changeover starting at the equivalent indexed orientation to ensure continuous coverage of reciprocal space between crystals. Data were processed using both MOSFLM and HKL-2000, exploring conditions for outlier rejections. Table 1 presents statistics for a multi-crystal averaged dataset and a single crystal dataset.

The multi-crystal averaged dataset was processed in order to maximize the completeness, with an average multiplicity of 4.8. The relatively low completeness is caused by overlap of missing reflections from similar physical orientation of all mounted crystals, with the crystallographic c-axis corresponding to the long axis. Processing of data from a single crystal with increased rejection criteria appears to improve the $R_{\text{merge}}$ and $I/\sigma_I$ value of the data at the expense of 4.9% rejection, but having only low completeness. The $R_{\text{merge}}$ and $I/\sigma_I$ values are however meaningless in this regime with an average multiplicity of 1.2, thus lacking most of the intensity noise except for a small portion of reflections which had a multiplicity of 2 and were distributed throughout all resolution bins. For a Gaussian distributed error, it is expected that the PCV(I) value is a factor of $\sqrt{\pi/2}$~1.25-fold higher than the $R_{\text{meas}}$ value. This ratio is 1.43 and 1.34 for the average and highest resolution shell,

$$R_{\text{merge}} = \left( \frac{2}{\pi} \right)^{1/2} \frac{\langle \sigma_I^2 \rangle}{\langle I \rangle} \approx \frac{0.7070}{\langle I \rangle / \langle \sigma_I \rangle}$$  \hspace{1cm} (3)

Furthermore, by approximating the simulated distributions seen in Figure 6 as purely statistical variation, the $I/\sigma_I$ value may be estimated

$$\left( \frac{\langle I \rangle}{\langle \sigma_I \rangle} \right)_{\text{merged}} = n^{1/2} \left( \frac{\langle I \rangle}{\langle \sigma_I \rangle} \right)_{\text{unmerged}}$$  \hspace{1cm} (4)

![Fig. 7 Modelled (I/σI)merged values (black squares) and experimental (I/σI)merged values (dots) as determined by Scala (Evans 2006), for separate resolution bins. The Multiplicity (triangles), together with a fit of (I/σI)unmerged taken from Figure 6A are used with equation (4) to model the plotted values (squares). indicating that with the number of observations available some deviation from Gaussian distribution is present.

A simple relationship may be used to consider the dominating experimental error arising from the source fluctuations in terms of an expected R-value
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where \( n \) is the multiplicity

Following this model, based on the modelled \( I/\sigma I \) value of 1.47 for a single observation under precisely the conditions of data collection (Fig 5A, 6A, Table 1), multiplication with the square root of the average multiplicity yields a value of 3.22 for the expected average value of \( (I/\sigma I)_{\text{merged}} \) for the multi-crystal dataset (Table 1). The close correspondence suggest that the source intensity fluctuations dominate the experimental error of this dataset, and that the used (average) value of 0.04° for the f.w.h.m. of the mosaic spread in order to simulate the distribution in Figure 6A which provides \( (I/\sigma I)_{\text{unmerged}} \) as a single observation appears to be appropriate. An analysis of this model for each resolution bin shows deviation between predicted and experimental \( (I/\sigma I)_{\text{merged}} \) values in opposite directions at low and high resolution respectively (Figure 7).

This deviation could arise from the error-normalisation procedure that is carried out by Scala, which adjusts the errors according to

\[
\sigma^2(I_{\text{hl}}) = S_{\text{dfac}} \cdot \sigma^2(I_{\text{hl}}) + S_{\text{dB}} \cdot \langle I_{\text{hl}} \rangle + S_{\text{dadd}} \cdot \langle I_{\text{hl}} \rangle^2 \]  

(5)

S_{\text{dfac}}, S_{\text{dB}} and S_{\text{dadd}} are fitted parameters used in the scaling of the errors for all intensity bins, in order to normalize the deviations \( \delta_{\text{hl}} \).

\[
\delta_{\text{hl}} = \left( \frac{n - 1}{n} \right)^{1/2} \frac{\langle I_{\text{hl}} - \langle I_{\text{hl}} \rangle \rangle}{\sigma^2(I_{\text{hl}})}
\]  

(6)

S_{\text{dadd}} is adjusted to model errors that are proportional to the intensity, and thus includes source fluctuations. Scala uses a default value of S_{\text{dadd}} = 0.02, whereas the multi-crystal dataset (Table 1) resulted in values of 0.091 and 0.084 for full and partials reflections, respectively. The normalized deviation resulted in values of \(-0.7\) and \(-0.5\) for the two highest resolution bins, which also correspond with the lowest reported \( (I/\sigma I)_{\text{merged}} \) values from Scala results (Fig 7; Red dots), indicating that the standard error is overestimated for the weakest reflections.

The crystallographic R-factor at 26%, and R-free of 29%, indicate that the scaling and averaging has led to generally reasonable amplitudes. Figure 8 shows resulting 2Fo-Fc electron density. It is noted however that at this level of accuracy the shape of the electron density is almost entirely determined by the synchrotron derived phase angles used in the Fourier synthesis.
4 Discussion

This work shows that crystallographic data quality collected under ‘quasi-cw’ and monochromatic conditions using the rotation method, in terms of its signal to noise parameter \((I/\sigma I)_{\text{merged}}\), may be understood from the dominating pulse intensity fluctuations. From data with a multiplicity of 4.8 there is correspondence with the square root law (eq. 4) which is sufficiently to predict the average \((I/\sigma I)_{\text{merged}}\) value, but showing some deviations in opposite directions for high and low resolution bins as seen in Figure 7. We have identified an additional source of Bragg reflection intensity noise which is likely to be caused by the X-ray mode structure (Figure 2) and jitter of this mode structure. Nevertheless, with up to five ‘probes’ of the XFEL pulse train, assuming an average mosaic spread and using a Gaussian distribution model of the source noise fluctuations, a reasonable estimate of the signal to noise for a single reflection can be made, when fully rotated through its rocking curve.

The analysis that is presented here is in essence a ‘Monte Carlo’ application as no knowledge or measurement of the source is used in the data processing. In principle, post-refinement of partiality from a fine-slicing method might take advantage of the pulse intensity recorded for each image. In this work that would still require the refinement of a single integral with five pulses and rotation through a known portion of the rocking curve. This could still result in increased signal to noise of the merged and scaled observations. However, the presence of the noise caused by the mode and mode jitter strongly suggests that this will not improve the data in the case of rocking curves with small f.w.h.m. as for the PYP crystals. Such an approach may be reconsidered if beamline optics could be improved to remove the diffraction and mode structure.

Taking these results together with recent progress at LCLS which shows considerably improved stability, it may be predicted that in particular for single crystals with larger mosaic spread, signal to noise may be attained that could be comparable with that collected at synchrotron sources. For example, assuming a
mosaic spread of f.w.h.m.=0.4º, a (I/σI) value of 16.4 was predicted for the self-seeded mode at LCLS (Figure 6D). Assuming that equation 3 remains valid in this regime, the (I/σI)_merged would become 32.8 with a multiplicity of four. Depending on the space group symmetry, this could be achieved with collecting ~ 100 images, which is a similar amount as for the dataset presented here (Table 1). The (I/σI)_merged value is presumably the most appropriate parameter in order to make a comparison with published synchrotron derived datasets. For example, time resolved pump-probe Laue X-ray crystallography data sets of the PYP which are sufficiently sensitive to detect the small photoinduced differences reproducibly, typically show an average value of (I/σI)_merged ~ 35 for data with a characteristic resolution of 1.6 Å.

Interestingly, these results also suggest that XFELs are a particularly well placed complementary sources to synchrotron stations, also for picosecond and longer time studies. This argument considers mainly the mosaic spread of protein crystals. Fast time-resolved synchrotron measurements rely on the Laue method, and a ‘quasi-cw’ scheme as used here is usually not feasible because of the lower intrinsic pulse power of spontaneous radiation. Even with a very bright source such as 14-ID beamline at BioCARS which uses two in vacuum undulators, a monochromatic pulsed application would require too many pump-probe cycles in order to collect complete datasets. Instead, Laue crystallography is used. The Laue technique however requires very high quality crystals particularly those that have a very small mosaic spread, typically below f.w.h.m = 0.1º. Since the multiple frequencies stimulate mosaic blocks at different Bragg angles, Laue diffraction of crystals with higher mosaic spread show elongation of the Bragg spots which presents difficulties for the data integration due to close overlap and additionally the energy gradient that is present along the stretched reflection. This work suggests that for crystals which are not well suitable for Laue crystallography, pump-probe time resolved monochromatic experiments at XFELs are especially promising as shown in this contribution.
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