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Jörg Megow,1, ∗ Merle I. S. Röhr,2 Marcel Schmidt am Busch,3 Thomas Renger,3
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The simulation of the optical properties of supramolecular aggregates requires the development
of methods, which are able to treat a large number of coupled chromophores interacting with the
environment. Since it is currently not possible to treat large systems by quantum chemistry, the
Frenkel exciton model is a valuable alternative. In this work we show how the Frenkel exciton model
can be extended in order to explain the excitonic spectra of a specific double–walled tubular dye
aggregate explicitly taking into account dispersive energy shifts of ground and excited states due to
van der Waals interaction with all surrounding molecules. The experimentally observed splitting is
well explained by the site–dependent energy shift of molecules placed at the inner or outer side of the
double–walled tube, respectively. Therefore we can conclude, that inclusion of the site–dependent
dispersive effect in the theoretical description of optical properties of nanoscaled dye aggregates is
mandatory.

I. INTRODUCTION

The investigation of electronic exciton energy transfer
(EET) in huge supramolecular systems is of enormous
interest for the understanding of processes taking place
in both biological [1–3] and artificial [4, 5] light harvesting
antennae systems and therefore topic of recent research.
As an example chlorosomes from green sulfur bacteria
which cover thousands of pigment molecules have been
investigated only recently [6–8].

Various artificial light harvesting systems have been
established and explored experimentally [9, 10] and were
also investigated theoretically, such as giant molecular
macrocyles [11, 12] or large complexes of tetrapyrrole
type molecules [13, 14]. However, a appropriate theo-
retical treatment of such systems still remains challeng-
ing. In this work we focus on the proper description ot
the structural and optical properties of the tubular dye
aggregate (TDA) of the amphiphilic cyanine dye named
C8S3 [15], formed in aqueous solution, which have been
discussed in several studies [4, 16–18].

Former cryogenic transmission electron microscope
(cryo-TEM) images suggested that the dyes are arranged
within a double layer structure similar to lipid mem-
branes facing the hydrophilic groups, and hence the chro-
mophoric units, towards the liquid medium inside and
outside of the tube and hiding the hydrophobic alkyl
chains from the aqueous environment [4, 16]. This build-
ing principle is illustrated in Figures 1 and 2.

∗
Electronic address: megow@uni-potsdam.de

In previous studies investigating the double–walled
tubular J-aggregates the linear optical spectra were ex-
plained theoretically by a parameterized Frenkel exciton
Hamiltonian [19–21]. Therefore, the tubes were mod-
elled by two telescoped tubes of dye molecules. For each
cylinder independently a regular and destortion free lat-
tice of dyes was assumed with two molecules per unit cell
where every dye was represented by an extended dipole
[5, 18, 22]. All energy shifts in the spectra were attributed
to excitonic coupling while solvent shifts or dispersive en-
ergies were neglected or simulated by a constant shift. By
the adjustment of mutual orientations, distances, and tilt
angles, the absorption spectra were modelled in great de-
tail. Also an assigment of bands that correspond to the
inner and outer cylinder were provided. Notice, that in
those works the structure of inner and outer cylinder was
independent.

In contrast, highly sophisticated image reconstruction
techniques revealed details of the structure of the tube
wall indicating an organization of the dyes in ribbons
that are helically winding within the wall [17]. The ap-
pearence of these ribbons requires a strong correlation
between the arrangement of dyes within the inner and
outer tube, which is not fulfilled by the model described
above. On the other hand, the computation of optical
spectra based on molecular dynamics (MD) simulations
was approached in [23] for a single–walled tube and re-
sulted in a too wide absorption line shape.

In this contribution we provide two new approaches to
describe the corrected aggregate structure and spectra:
first, the structure is modelled employing MD simula-
tions. The start configuration is resolved to best approxi-
mate the appearence of highly resolved cryo-TEM images
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states are energetically sufficiently far away. The overall
ground state φ0 is a product of all ϕng. A ground state
part E0|φ0〉〈φ0| does not appear in the Hamiltonian since
we set E0 =

∑
m Emg = 0.

The excitonic coupling Jmn coincides with Jmn(eg, eg)
which is a particular example of the general two–molecule
Coulomb matrix element Jmn(ab, b

′a′). The electronic
quantum numbers a and a′ belong to molecule m and
b and b′ to molecule n. The matrix element appears as

the Coulomb interaction of the charge density n
(m)
aa′ (x) of

molecule m and the charge density n
(n)
bb′ (y) of molecule n.

If, for example, a 6= a′ the density n
(m)
aa′ (x) is exclusively

determined by the electronic transition density ρ
(m)
aa′ (x)

[31]. For concrete computations the continuous charge
densities are replaced by discrete atomic centered par-
tial charges and partial transition charges [37]. The un-
screened excitonic coupling is between +30 and +40 meV
for neighbored molecules within the same ribbon. It is
between -40 and -30 meV for neighbored molecules of two
adjoined ribbons. Since each molecule couples strongly
to three molecules of each adjacent ribbon (cf. Fig. 3) the
J–aggregate character dominates.

C. Curvature induced dispersion shifts

The minimal version of the exciton Hamiltonian in-
troduced so far has to be improved by a consideration of
further couplings among the molecules which may change
the site energies as well as the matrix elements of the
excitonic coupling [27]. Electrostatic couplings due to
permanent charge distributions in the ground and the
excited state of the dye molecules result in the shift

∆E
(el)
m =

∑
k[Jmk(eg, ge) − Jmk(gg, gg)] of site–energy

Em (contributions due to solvent molecules are incorpo-
rated in the k–sum [29]).

The charge densities of the ground and excited states
polarize the environmental molecules, a polarization that
reacts back on the considered molecules and introduces
the site energy shift ∆E

(pol)
m . A third type of site energy

shift arises from the mutual Coulomb coupling of tran-
sition densities and is termed dispersive site energy shift

∆E
(disp)
m [31, 32]. Introducing the dispersive change of

the molecular energy referring to state ϕma as ∆E
(disp)
m

we obtain (remember a = g, e) [27]

∆E(disp)
ma = −

∑

k

∑

f,f ′

|Jmk(f
′f, a g)|2

Emfa + Ekf ′g

. (2)

The f and f ′ count all higher excited energy lev-
els (f, f ′ > e), the Emfa and Ekf ′g are the transi-
tion energies of molecule m and k, respectively, and
Jkm(f ′f, a g) denotes the respective Coulomb matrix ele-
ment. Such matrix elements relate transitions in the con-
sidered molecule m to transitions in all other molecules
labeled by k. According to the actual position of molecule

m in the TDA the k–summation notices the concrete con-
formation of dye molecules around molecule m. Conse-

quently, the overall site energy shift follows as ∆E
(disp)
m =

∆E
(disp)
me −∆E

(disp)
mg .

Hence, the site energies Em are shifted in total by

∆Em = ∆E(el)
m +∆E(pol)

m +∆E(disp)
m . (3)

We note that Eq. 3 includes all energetic (static) dis-
order explicitly. For the present C683 chromophore we

find that ∆E
(disp)
m >> ∆E

(el)
m . While |∆E

(el)
m | is in the

order of 10 meV, |∆E
(disp)
m | is in the order of over 500

meV. This result is understood by noting the compara-
bly similar charge densities of the ground and excited
electronic state (differential dipole moment is about 1 D

[30]). Since we expect ∆E
(el)
m in the same order of magni-

tude as ∆E
(pol)
m , we get ∆E

(disp)
m >> ∆E

(pol)
m . Therefore,

we neglect ∆E
(pol)
m in our calculations.

In order to determine the energy shifts of every indi-
vidual molecule within the aggregate the expression, Eq.
(2), has to be transformed into a tractable form to com-
pute its dependence on the mutual position of the coupled
molecules. Here, we follow Ref. [27]. Accordingly, in a
first step Jmk(ag, f

′f) is replaced by an expression of two
interacting extended dipoles with charges ±q(fa) and
±q(f ′g). Electronic structure computations indicate that
these dipoles are oriented along the elongated part of the
cyanine dye. Assuming uniform extension of all extended

dipoles we may write ∆E
(disp)
m = −Q

∑
k V

2
mk where Vmk

represents all geometrical factors, i.e. the Coulomb in-
teraction of both extended dipoles but with unit charges.
Concrete values of the latter are included in the factor
Q =

∑
f,f ′ q2(fe)q2(f ′g)[1/(Efe+Ef ′g)−1/(Efg+Ef ′g)],

where Efe (Ef ′e) and Efg (Ef ′g) are the transition ener-
gies between the first excited and the ground states of the
isolated monomers, respectively, and the higher excited
states.
By further proceeding in line with Ref. [27] we do not

determine the Q–factor by a direct computation, which
would be not accurate enough, but by using experimental
data on transition energy shifts in non–polar solvents. If
the solvent is described by a dielectric continuum with re-
fractive index n, the shift can be approximately obtained
as [33, 36],

∆E(disp)
m = −F

n2 − 1

2n2 + 1
, (4)

which describes the shift induced by a polarizable envi-
ronment. If a value for F is available and if we know
n for a random arrangement of C8S3 molecules we can
determine the site–energy shift. Noting previously pub-
lished spectra of a similar compound [34] we may deduce
F ≈ 1.43 eV, and a gas–phase transition energy follows as
Egp = 2.64 eV. Moreover we take nTDA ≈ 1.78 [35]. Ac-
cording to [27, 36] we have to chose the long wave–length

limit of the refractive index resulting in ∆E
(disp)
m ≈ −0.43
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eV. Identifying this value with −Q
∑

k V
2
mk we may de-

duceQ after carrying out the k–summation. Since the ex-

perimental value of ∆E
(disp)
m corresponds to a random ar-

rangement of the molecules (they have to form a structur-
less polarizable continuum) we determine Q = 7.61 eVÅ2

by introducing an averaged expression <
∑

k V
2
mk >. It

assumes random mutual orientation of the molecules but
at a mean density typical for the TDA.

This value of Q is further used to calculate the disper-
sive site–energy shifts of all molecules within the TDA.
The used approximation leads to a significant fluctuation
of the individual energy shifts. This is mainly caused by
the extended dipole approximation, which is a good ap-
proximation on average. However, individual couplings
may vary by up to 30 %. Therefore, we average the shifts
for the inner and the outer cylinder separately. That way,
the artificial fluctuation due to the utilization of the ex-
tended dipole approximation disappears.

The solvent effect on the dipersive site–energy shift

∆E
(disp)
m (Eq. 4) was neglected because of the small re-

fractive index of the solvent (n ≈ 1.33) and the compa-
rably restricted contact area between the solvent and the
dye molecules. For comparison: a dissolved monomer
is shifted by about 0.3 eV (cf. Eq. 4). The C8S3
molecules within the tube however, obtain a smaller dis-
persive shift, since they are mostly surrounded by other
C8S3 molecules (cf. Fig. 2). Assuming that a molecule
within a wall interacts with less than half of the solvent
molecules than a monomer in solution one obtains an up-
per limit of below 0.15 eV for the solvent dispersive shift
of C8S3 molecules within an aggregate. The dispersion
shift due to solvent interaction is somewhat larger for
molecules in the outer cylinder, since they have contact
with more solvent molecules due to geometric reasons.
Assuming that this solvent interaction shift will be about
10 – 15 % larger for molecules in the outer cylinder one
obtains a reduction of the mutual energy splitting of the
two J-aggregate bands by 0.02 eV ( 6 nm) at most.

Having discussed the change of the site energies due
to dispersion of the environment we briefly comment
on a related alternation of the excitonic coupling, i.e.
we introduce screening to the non–diagonal elements of
Eq. 1. Similar to the site–energy shift it results from an
environmental dispersion (see e.g. [38]) which, in gen-
eral, reduces the excitonic coupling Jmn between two
molecules to fmnJmn [14, 38]. The prefactor fmn can
be approximated by a constant 1/ǫ = 1/n2 where n
is the optical refractive index [14]. From the disper-
sive shifts of the inner and outer cylinder we calcu-
lated the respective refractive indices nout and nin for
both cylinders. This was realized assuming the mea-
sured refractive index n = 1.78 being an average value
n = (Noutnout + Ninnin)/(Nout + Nin), Nout = 468 and
Nin = 360 being the numbers of molecules in the outer
and the inner cylinder, respectively. We obtain n = 1.89
for the inner cylinder and n = 1.69 for the outer cylinder.
From the respective indices we yield screening factors for
the coupling of two molecules within a certain cylinder.

We note that this site-dependent screening factors, used
for reasons of consistancy change our result only slightly,
which can be explained by the rather small contribution
of the excitonic couplings to the overall energy shifts.
For the coupling between two molecules located in dif-

ferent cylinders we take n = 1.78, getting fmn = 0.35
for the outer cylinder, fmn = 0.28 for the inner cylinder
and fmn = 0.32 for molecules located in different cylin-
ders, i.e. a noticeable reduction of the excitonic coupling.
The somewhat larger screening factor for the outer cylin-
der results in a slightly decreased energy distance of the
two J-aggregate peaks. The Jmn were calculated via a
coupling of transition partial charges (which have been
somewhat rescaled to reproduce the measured transition
dipole moment [37]).

D. Optical spectra

After determining the site–energies and excitonic cou-
plings which define the exciton HamiltonianHex, Eq. (1),
in a proper way [39], a respective diagonalization results
in exciton energies and wave functions. To account for
a large spatial delocalization of the exciton wave func-
tion, the TDA which constitutes the HamiltonianHex has
been formed by five fragments of 12.7 nm length used in
the MD simulations (further increasing of the number of
fragments only induces a minor effect on the exciton spec-
trum). Since after 7 ns of MD simulations all molecular
positions deviate from the ordered structure (see Fig. 1)
structural disorder is accounted for. Moreover, the huge
amount of molecules which contribute to Hex and thus
to the exciton spectrum introduce a self–averaging ef-
fect. Since it operates when computing the absorption
line–shape (sum of the squared excitonic transition dipole
moments times the energy conserving δ–function) further
disorder averaging is not necessary. Homogeneous broad-
ening was introduced by replacing sharp transitions into
the various exciton levels by individual Lorentz–curves
with a linewidth of 3 nm (FWHM).
Respective results together with measured data are

presented in Fig. 4. If dispersive effects are neglected only
a single TDA band results, which is shifted slightler to
longer wavelengths compared with the monomer absorp-
tion. The small red shift of about 10 meV (2 nm) is due
to the screened excitonic coupling (it is about -10 meV
between neighboring molecules belonging to adjacent rib-
bons). Calculating the absorption spectra separately for
the outer and the inner TDA cylinder (yet neglecting dis-
persive effects) confirms almost vanishing splitting be-
tween the two exciton bands. Including, however, the
site–dependent dispersion results in a line–shape that ex-
hibits two separate bands and agrees quite well with the
measured curves.
The calculated red shift of the exciton bands is too

small by 0.1 eV (about 30 nm) compared to the experi-
mentally measured shift (see Fig. 4). This 0.1 eV offset
can be related to the ignored energy shift due to solvent
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inner and outer cylinder of the TDA interact with a
different environment, and accordingly their dispersive
shifts differ. For the considered C8S3 TDA the excitonic
coupling is particularly small due to screening and,
thus, the observed absorption line splitting is mostly
determined by environmental dispersive effects. This
splitting, but not the overall shift of the spectrum, would
vanish if the dyes formed an uncurved double–walled
layer. Accordingly, we consider a long–wavelength
absorption line splitting in TDAs a general feature, due
to a curvature–induced site–dependent dispersive effect.
While we ascribe the energy splitting of the main peaks
mainly to an interaction of higher transition densities
(non–resonant excitonic coupling), in previous work the

splitting was attributed to (resonant) excitonic coupling
[5, 19–21]. It can be concluded that the site–dependence
of dispersive energies is of key–importance to understand
the optical properties of nanostructured molecular dye
systems, such as nano–tubular light harvesting dye
aggregates. We strongly suspect that this reasoning
holds for nanoscaled molecular aggregates in general.
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