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TOC Abstract

A combined experimental and theoretical study delivers a nanoscale picture on the picosecond expansion dynamics of supercritical water into vacuum. The study covers a time-resolved photoelectron spectroscopy experiment on a liquid water microjet, analysis of experimental data with a specifically developed multivariate method, and simulations based on a fluid dynamics simulation.

Keywords

supercritical water, vibrational excitation, ultrafast, time-resolved spectroscopy, photoelectron spectroscopy, liquid jet, chemometrics, multivariate curve resolution, complex mixture spectra, hybrid hard and soft modelling, target transform fitting, fluid dynamics, expansion wave
Abstract

Vibrational excitation of liquid water with femtosecond laser pulses can create extreme states of water. Yet, the dynamics directly after initial sub-picosecond delocalization of molecular vibrations remain largely unclear. We study the ultrafast expansion dynamics of a respectively prepared supercritical water phase for timescales between 1 ps and several 100 ps. Our experimental setup combines liquid micro-jet technology in vacuum and a table top High Harmonic light source driven by a femtosecond laser system. An ultrashort laser pulse centered at a wavelength of 2900 nm excites the OH-stretch vibration of water molecules in the liquid. The deposited energy corresponds to a supercritical phase with a temperature of about 1000 K and a pressure of more than 1 GPa. We use a time-delayed extreme ultraviolet pulse centered at 38.6 eV, and obtained via High Harmonic generation (HHG), to record valence band photoelectron spectra of the expanding water sample. The series of photoelectron spectra is analyzed with noise-corrected target transform fitting (cTTF), a specifically developed multivariate method. Together with a simple fluid dynamics simulation, the following picture emerges: When a supercritical phase of water expands into vacuum, temperature and density of the first few nanometers of the expanding phase drop below the critical values within a few picoseconds. This results in a supersaturated phase, in which condensation seeds form and grow from small clusters to large clusters on a 100 picosecond timescale.
1 Introduction

Water remains a subject of high scientific interest, in particular with respect to its microscopic structure\textsuperscript{1-4} and its surface properties\textsuperscript{5-7}. In recent years, ultrafast dynamics in bulk water and on water surfaces and interfaces moved into the focus of numerous experimental and theoretical investigations\textsuperscript{8-12}. Ultrafast timescales are of interest, since they capture changes on the molecular scale. They ultimately provide a possibility to connect changes on the molecular level to changes observed on the macroscopic scale. A topic of continued interest is the question of energy deposition and redistribution on ultrafast timescales, as well as the subsequent behavior (e.g. expansion) of the hot water phase. When energy is deposited in a vibrational mode of a water molecule, ultrafast experiments revealed that vibrational couplings govern energy relaxation in water. They further demonstrate that molecular vibrations are delocalized via intermolecular couplings on sub-picosecond timescales\textsuperscript{8,9,13,14}, even for vibrationally excited surface water molecules\textsuperscript{11}. This indicates that thermalization in water is ultrafast and completed within several ps. This even holds for energy delocalization in a superheated water environment\textsuperscript{15}, and for deposited energy densities corresponding to temperatures of 2000°C\textsuperscript{16}. Taken together, these experiments provide various information on the initial energy delocalization after vibrational excitation of liquid water.

However, the dynamics taking place directly after energy deposition and delocalization remain largely unclear. On these timescales (> 1 ps) translational motion plays a role and the liquid ensemble is able to adjust to the energy input. Of particular interest is the situation in which the liquid has the possibility to expand into air or vacuum subsequent to the energy deposition via vibrational excitation of the water. For this
case, information for the initial timescale between 1 ps and 100 ps is limited to a few studies without providing a complete picture on mechanism and timescales. These studies are time-resolved photoelectron spectroscopy experiments on a liquid water jet in vacuum by the Abel group\textsuperscript{17–20}. While these experiments delivered first insights into the ultrafast dynamics of the expanding phase, a major hurdle for interpretation of the experimental data was the strong overlap of signals in the photoelectron spectra.

In the work presented here, we have cleared this hurdle by analysis of the experimental data with a specifically developed multivariate method and interpretation of obtained results with a fluid dynamics simulation. The result is a detailed and comprehensive picture on the involved states of water and their concentration profiles as a function of time.

With this we provide a link between ultrafast energy relaxation experiments of vibrationally excited water molecules taking place on the 1 ps timescale and experiments on the macroscopic expansion of a highly excited thermodynamic water phase at the water/air interface reported for timescales $>100$ ps\textsuperscript{21}. For timescales $>100$ ps, the recent study by Franjic and Miller\textsuperscript{21} provides detailed experimental data on the formation of the expansion plume and a description by an ablation model.

With this, a picture emerges which ranges from the energy deposition and delocalization on a molecular level to the macroscopically observable ablation of water. This information is relevant for the ablation of biological tissue in laser surgery\textsuperscript{22}, for matrix-assisted laser desorption/ionization (MALDI) from water ice matrices\textsuperscript{23,24}, and laser induced liquid beam ionization/desorption (LILBID) mass spectrometry\textsuperscript{25,26} as these techniques rely on this basic principle. In LILBID, the aqueous sample solution is
injected into vacuum as a liquid jet\textsuperscript{25,26} or into air as droplets\textsuperscript{27}. It is intersected with an infrared laser, which deposits energy into the vibrational modes of water and thus leads to dispersion of the sample and soft release of dissolved molecules for subsequent mass spectroscopic investigation.

2 Experimental

The general experimental setup for time-resolved photoelectron spectroscopy on a liquid microjet is described in Ref. \textsuperscript{17–20}. For the present experiment, we split pump and probe pulse inside the femtosecond laser system (Spectra Physics, Hurricane, 1 kHz, $\lambda_c = 800$ nm) between regenerative amplifier and compressor unit. The probe pulse (380 $\mu$J) leaves the femtosecond laser system uncompressed. It is sent into a home built three pass amplifier unit pumped by a Nd:YAG laser (ORC1000, Clark-MXR, 532 nm, 8 W). After a home built grating compressor we detect a pulse energy of 1.25 mJ at a central wavelength of 800 nm and a pulse length of 110 fs. A lens (f = 200 mm) focuses the beam for high harmonic generation in a capillary (diameter 3 mm) filled with Argon gas. The pressure in the interaction region is estimated to 50 – 100 mbar. A 150 nm thick aluminum filter (Luxel) blocks the 800 nm fundamental. It is installed between the HHG chamber and the subsequent grating chamber. The grating (700 groves/mm, radius 17,100 mm, blaze angle 1.7°) is oriented such that the 25th harmonic (38.7 eV, 32 nm) is directed onto a toroidal mirror (Au, R1 = 24.1 mm, R2 = 5375.3 mm), which focuses it onto the liquid jet sample. The focus is somewhat asymmetric with a full width at half maximum (FWHM) of about 100 $\mu$m. We estimate the number of extreme ultraviolet (XUV) photons in the focus to be on the order of $10^4$ to $10^5$ photons/pulse. The pump pulse leaves the femtosecond laser system with 780 $\mu$J/pulse and a pulse length of 100 fs. After passing the delay stage, 670 $\mu$J/pulse
are coupled into an optical parametric amplifier (TOPAS, Light Conversion). The TOPAS is optimized to deliver ~1100 nm as the signal wavelength. Difference frequency mixing with residual 800 nm in a 5 mm long KTP (potassium titanyl phosphate) crystal yields pulses at a wavelength of 2900 nm and a pulse length on the order of 250 fs\textsuperscript{28}. A prism (Infrasil) is used to separate 2900 nm from the fundamental 800 nm and the residual signal wave at 1100 nm. At the sample position we detect pulse energies of ~20 μJ. The light is focused by an off axis parabolic mirror (f = 34 mm) onto the liquid jet yielding a focus diameter of about 100 μm. The cross correlation signal between IR-pump and XUV-probe pulse has a FWHM of 530 fs.

A HPLC-pump injects the liquid through a quartz nozzle into vacuum (flux rate of 0.4 ml/min). The nozzles have typical opening diameters of about 20 μm, producing liquid jets with diameters of about 16 μm. The temperature of the liquid at a distance of 2 mm from the nozzle is estimated to 263 K\textsuperscript{20}.

Photoelectrons pass a 100-150 μm skimmer, at a distance of about 500 μm to the liquid jet, to enter the time-of-flight photoelectron spectrometer. Photoelectron count rates in the water spectrum are between 250 - 500 counts/second. The TOF data are converted into binding energies with a calibration function, so that binding energies of photoelectron signals match those reported in literature\textsuperscript{29,30}. Details on data treatment are presented in the supporting information S1.

3 Results

a) Experimental Data:

Light with a wavelength of 2900 nm is in resonance with the OH stretch vibration in liquid water and thus absorption coefficients are high $\alpha = 11768$ cm$^{-1}$.\textsuperscript{31} We estimate the energy density deposited in the liquid jet as follows: The IR pulse (20 μJ) in the
focus is assumed to be Gaussian with a FWHM of 100 μm and hits the jet (diameter = 16 μm) perpendicular to its flow axis. In the case of ideal alignment of IR focus and jet, the light is thus absorbed on an area of about 16 x 100 μm². This corresponds to the deposition of about 25% of the pulse energy in the liquid jet. We note that the intensity in the focus is about 1x10¹² W/cm² and thus below the threshold for plasma formation. The energy deposited within the first 10 nm of the jet (> probing depth in our experiment) is distributed homogeneously in good approximation, as only 1.17 % of the light is absorbed over this distance. With this, we estimate the energy density in this volume (16 x 100 x 0.01 μm³) to 50 kJ/mol. Formally, this corresponds to more than one IR photon per water molecule. Although multiphoton absorption is possible, we continue our estimate with the conservative assumption that every water molecule only absorbs one IR-photon. This corresponds to a deposited energy of about 40 kJ/mol. Within the short time of energy deposition (250 fs), the water sample volume cannot significantly expand. Assuming constant volume over the time of energy deposition, the deposited energy (40 kJ/mol) directly corresponds to the change in internal energy \( dU = c_v(T) \, dT \). The NIST Chemistry Webbook provides the required thermophysical properties of water over a large temperature and pressure range. For a start temperature of 263 K and a start density of 1/ml, a change in internal energy by 40 kJ/mol results in a final temperature of about 1000 K. The rapid increase in temperature is directly connected to a rapid increase in pressure, transferring the system into a supercritical state (\( T = 1000 \, \text{K} > T_c = 647 \, \text{K}, \, p > 1 \, \text{GPa} > p_c = 22 \, \text{MPa} \)). We note that estimation of the start temperature remains a point of uncertainty and the actual temperature might deviate by as much as ± 100 K.
Figure 1 shows series of photoelectron spectra recorded at various time-delays between IR-pump and XUV-probe pulse. The XUV probe pulse ionizes the liquid sample and generates photoelectrons from the valence orbitals of the liquid and some gas phase around the liquid microjet. To illustrate liquid and gas phase contribution to the jet spectrum, Figure S1 in the supporting information shows a photoelectron spectrum recorded on the liquid jet and a pure gas phase spectrum. Photoelectron signals of liquid water are significantly broader and shifted towards lower binding energies with respect to the corresponding gas phase\textsuperscript{30}. We note that spectra obtained in our static measurements (Figure S1) or performed with synchrotron light sources\textsuperscript{29} exhibit a higher spectral resolution.
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Figure 1: Series of photoelectron spectra of a liquid water jet at various time delays after excitation of the OH stretch vibration of water molecules by an IR -pump pulse at 2900 nm. The first spectrum in A) and B) is a reference spectrum of the unexcited sample, recorded at a time delay of -5 ps. 1A) displays spectra at short time delays, 1B) at longer time delays.
The first spectrum in Figure 1A and 1B, respectively, was recorded at a negative time delay of -5ps. In this case, the probe-pulse precedes the pump-pulse by 5 ps. The spectrum is identical to spectra recorded without the pump-pulse. The evolution of gas and liquid phase signal as a function of pump-probe delay is best followed by looking at the intensity of the signals labeled 1b$_{1,g}$ and 1b$_{1,liq}$. These photoelectron signals originate from the highest occupied molecular orbital (HOMO) of liquid and gas phase, respectively, and their signals are at least somewhat separated from signals from the lower lying valence states (3a$_1$, 1b$_2$). The vertical red line indicates the position of the initial 1b$_{1,liq}$ signal. Figure 1A shows how this signal changes on the timescale up to 20 ps. Figure 1B shows the evolution of the signal for longer time delays up to 500 ps.

We note three points here: (1) Already the spectra at 2 ps and 5 ps show a shift of the center of the 1b$_{1,liq}$ signal towards higher binding energies; this signal changes from a separate signal into a shoulder on the 1b$_{1,g}$ signal. (2) Besides, the intensity of the 1b$_{1,liq}$ signal decreases with increasing time delay. A minimum is reached at approx. 100 ps. (3) A new signal appears at a time delay of 160 ps and becomes more and more pronounced with increasing time delay. Comparison with the initial spectrum reveals that the new signal is different from the 1b$_{1,liq}$ signal with regard to position and shape. We attribute the new signal to water clusters$^{36-38}$.

b) Noise-corrected target transform fitting (cTTF)

The series of photoelectron spectra presented in Figure 1 allow interesting insights into the picosecond expansion dynamics of supercritical water. However, the overlap of photoelectron signals originating from gas, clusters and liquid makes quantitative information challenging to obtain. To overcome this challenge, we developed the multivariate method "noise-corrected target transform fitting" (cTTF) with the goal to
deconvolute each spectrum of the series. In general, assuming that every spectrum (of a series of spectra) is a superposition of pure component spectra, the cTTF method delivers the number of involved components, their individual spectra, and information on how the ratio of these components changes over the series of spectra.

We note that attempts to obtain this information with established algorithms, such as hybrid MCR–ALS\(^{39,40}\), have not been successful. The pure component spectra obtained with hybrid MCR-ALS contained spectral features of mixture spectra, indicating that the algorithm got trapped in a local minimum or a flat area and did not converge.

The cTTF method is an advanced version of target transform fitting (TTF) which was introduced by Jandanklang \textit{et al.}\(^{41}\). TTF is a combination of target factor analysis with non-linear data fitting and is a powerful method to deconvolute complex spectra. However, TTF is challenged by the presence of components with low abundance and overlapping spectral features with low signal-to-noise ratios, as present in our series of spectra (Figure 1). We therefore developed a noise-correction algorithm and included it into the TTF routine. The resulting noise-corrected target transform fitting (cTTF) method is found to improve reliability of results.

The TTF method is described in detail by Jandanklang \textit{et al.}\(^{41}\). As it is the basis of cTTF, we briefly summarize its principles (Figure 2).

TTF requires bilinearity, meaning that all spectra of a dataset are linear combinations of a limited number of pure component spectra. Accordingly, there is a high degree of correlation among the spectra of the dataset. Principal Component Analysis (PCA)\(^{42}\) is used to identify this correlation in order to reduce complexity in the representation of the dataset (Figure 2, and supporting information S3). In the resulting PC-space every spectrum of the dataset can be represented by a linear combination of these principal
component vectors and also the spectra of pure components are part of the PC-space.

Figure 2: Illustration of the principles used in cTTF. Assumed is a bilinear set of mixture spectra. For n=2, each spectrum (of a series of spectra) consists of one intensity value at a variable $x_1$ and one intensity value at a variable $x_2$. Spectra can then be represented by a single point in a coordinate system with the axes (intensity at $x_1$) and (intensity at $x_2$). PCA evaluates, whether the data is well represented in a subspace of lower dimension. For the present example it finds a 1-dimensional subspace (PC1), indicating that mixture spectra consist of 2 components (A and B). The TTF algorithm determines the spectrum of pure component A and B, respectively. If spectra were e.g. recorded at various points in time, time profiles are obtained such as indicated here. If the initial dataset contains a lot of noise or components with low signal contribution, application of cTTF improves reliability of results.

TTF is an elaborate method to identify pure component spectra in the PC-space\textsuperscript{41}. Besides, simpler approaches such as target factor analysis (TFA)\textsuperscript{43} or iterative target
transform factor analysis (ITTFA)\textsuperscript{44} are used for such purposes. Jandanklang \textit{et al.}\textsuperscript{41} who introduced TTF describe in detail how it is used to determine concentration profiles which follow a certain kinetic model in the PC-space. The application of TTF on the direct determination of pure component spectra follows the same principle, but has not been published before. In the following we will explain the 4 steps to identify pure component spectra in the PC-space with TTF:

(1) If the number of chemical components contributing to the mixture spectra is unknown, it can be determined from the number of principal components (PCs) necessary to represent the dataset sufficiently well. This number can e.g. be obtained from a scree plot (singular value plotted vs. principal component number), see Figure S2B. The number of pure component spectra is obtained by adding a value of 1 to the number of PCs.

(2) A suitable model for every pure component spectrum must be found, i.e. the shape and number of its individual signals. For many spectroscopic techniques Gaussians, Lorentzians or Voigt profiles are widely used to describe peak shapes.\textsuperscript{45–49} Besides, a set of starting values for all signal parameters (e.g. peak position, width and Gaussian/Lorentzian mixing ratio) is needed. These starting values can be taken from a fit to an initial estimate of the pure spectrum obtained with ITTFA\textsuperscript{44}. Alternatively, they can be given by the user as a rough estimate or from literature data.

(3) Like all spectra of the dataset, this synthetic start spectrum $t$ is then represented by one point in the $n$-dimensional space. From this $n$-dimensional space it is projected into the PC-space.

(4) The distance $d$ of the synthetic spectrum $t$ (in the $n$-dimensional space) to its projection $t_{\text{proj}}$ in the PC space is computed (mean-square-deviation)

$$d = |t - t_{\text{proj}}|$$
and then minimized by optimizing the parameters of the synthetic spectrum (peak widths, positions, intensities). This is performed by a non-linear optimization routine.

Key of this concept is that the distance $d$ is minimal if the model spectrum is closest to a pure component spectrum in the PC-space, and the remaining distance can be considered as noise. This concept is reasonable because the model spectrum contains only the number of peaks absolutely necessary to reproduce pure component spectra. In contrast, mixture spectra have more signal peaks and are thus not well reproduced by the model spectrum, resulting in a large $d$. If $d$ is minimal, $t_{proj}$ is a good estimate of the spectrum of a pure component. We note that in general the application of TTF (and cTTF) is limited to data sets, in which the spectra of pure components can be well approximated by a small number of defined peaks.

In the following we describe how the fundamental noise distribution in the PC-space limits the performance of TTF and present cTTF as a method to circumvent these limitations. Experimental spectra typically carry some amount of noise which translates into noise on the position of every individual spectrum in the $n$-dimensional space. The PCs are computed to represent these noisy data points optimally. As a consequence, the direction of these PCs(exp.) is changed compared to the respective PCs(noise-free) of the corresponding hypothetical noise free dataset (Figure 3).
Figure 3: Schematic illustration of how noise in a dataset changes the direction of a PC(exp.) compared to the PC(noise free) of the corresponding hypothetical noise free dataset. The TTF routine minimizes the distance $d$ between the model spectrum $t$ and its projection $t_{\text{proj}}(\text{exp.})$. As the model spectrum $t$ is inherently noise-free, this minimization leads to a result (= pure component spectrum) which is biased towards the origin of the PC-space, since there the deviation between PCs(exp.) and PCs(noise-free) is minimal. cTTF corrects this bias by minimizing $d_{\text{corr}} = d / r_{\text{noise}}$.

TTF is thus most reliable if the deviation of PCs(exp.) and PCs(noise-free) is small. The reason is that the model spectrum $t$ is inherently noise-free, but the TTF routine minimizes the distance $d$ between $t$ and its projection $t_{\text{proj}}(\text{exp.})$, and not between $t$ and $t_{\text{proj}}(\text{noise-free})$. The distance $d$ can also be described by the sum of the distance $d^*$ between $t$ and its projection $t_{\text{proj}}(\text{noise-free})$ and the noise $r_{\text{noise}}$ on the projection (Figure 3). In the case of significant noise $r_{\text{noise}}$, minimization of $d$ leads to a result (= pure component spectrum) which is a compromise between minimizing both, $d^*$ and...
Since $r_{\text{noise}}$ is minimal at the origin of the PC-space, the pure component spectra will be biased towards the origin of the PC-space.

Here, we present cTTF as an extension of TTF, which corrects this problematic bias. In contrast to TTF, which minimizes the distance $d$ between $t$ and $t_{\text{proj(\exp.)}}$, cTTF minimizes $d_{\text{corr}}$

$$d_{\text{corr}} = \frac{d}{r_{\text{noise}}} \quad (1)$$

By this, the TTF results are corrected by normalizing the determined residual $d$ of the projection of the model spectrum by the amount of noise $r_{\text{noise}}$ on the projection $t_{\text{proj(\exp.)}}$. In the supporting information S4 we describe in detail how a model by Shabalin and Nobel$^{50}$ can be used to quantify $r_{\text{noise}}$. Besides, the advantage of cTTF compared to TTF is demonstrated on a simulated data set.

c) Application of cTTF to time-resolved photoelectron spectra

Here, we used two different datasets: one was recorded with a focus on the fast dynamics (delay time between pump and probe pulse $\Delta t = -5 \text{ ps} - 20 \text{ ps}$, Figure 1A), the other on slower dynamics ($\Delta t = -5 \text{ ps} - 1000 \text{ ps}$, Figure 1B). As the same species are expected to appear in both measurements, the datasets were analyzed together in order to reduce ambiguity in determining the spectra of these species$^{51-53}$.

The cTTF method requires the number of involved species. This number is reflected in the number of principal components describing the chemical transformations, which was determined by visual inspection of the measured spectra together with their projection into the PC-space. Two principal components were not enough to reproduce significant features in the spectra. With three principal components the spectra were well reproduced. A figure illustrating this decision can be found in the
supporting information (Figure S5). As closure is present in this dataset a number of three principal components implies that four different states of water can be distinguished. In the next step, initial estimates for the spectra of these four species are needed. These were obtained with ITTFA\textsuperscript{44} as described in the supporting information S6. Next, the four start spectra are fitted with a parametric model. A linear combination of a Gauss and a Lorentz function was used for each peak in the start spectrum. The only exception is the 1b\textsubscript{1} peak in the gas phase. There, the asymmetric vibrational fine structure of this signal was considered with an additional peak. The parameters of this additional peak were fixed relative to the main 1b\textsubscript{1}-peak according to literature values (intensity ratio 1:5, energy distance 0.4 eV and same width)\textsuperscript{54}.

In photoelectron spectroscopy, inelastically scattered photoelectrons cause a background whose intensity increases towards higher binding energies. This was taken into account by the addition of a Tougaard-background\textsuperscript{55} with a 2-parameter universal cross-section function.

Finally, noise-corrected cTTF delivers the spectra of pure species. Figure 4 summarizes the cTTF results and shows a good agreement of the final parametric model spectra \( t \) with their projections into the PC-space \( t_{\text{proj}} \). Based on literature data\textsuperscript{29,36} on the photoelectron spectra of gas phase water, liquid water and on water clusters, we assign the four spectra to the pure component spectra of gas phase and liquid phase water and of small and large water clusters. Table 1 summarizes the parameters of the final model spectra \( t \) and compares them to literature values\textsuperscript{29}. 

Figure 4: Spectra of pure components and their concentration profiles obtained from application of the cTTF method to the series of photoelectron spectra shown in Fig. 1.

A) Colored areas represent the final model spectrum for each of the four pure components. Dashed lines illustrate the peaks composing the model spectra. Solid black lines are the projections of the model spectra into the PC space. Based on literature data\textsuperscript{29,36}, the obtained spectra are assigned to gas phase water, liquid water, small and large water clusters.

B) The evolution of the relative contribution of gas, liquid, small and large cluster signal to every spectrum of the dataset (partly shown in Figure 1). Concentration profiles were constrained to non-negative values.
Table 1: Final peak parameters

<table>
<thead>
<tr>
<th></th>
<th>$E_{\text{Bind}}$ $1b_1$ [eV]</th>
<th>$E_{\text{Bind}}$ $3a_1$ [eV]</th>
<th>$E_{\text{Bind}}$ $1b_2$ [eV]</th>
<th>FWHM $1b_1$ [eV]</th>
<th>FWHM $3a_1$ [eV]</th>
<th>FWHM $1b_2$ [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>12.6</td>
<td>14.7±0.2</td>
<td>18.6±0.2</td>
<td>0.7</td>
<td>2.2</td>
<td>2.4</td>
</tr>
<tr>
<td>Gas Lit. 29</td>
<td>12.60</td>
<td>14.84±0.05</td>
<td>18.78±0.1</td>
<td>0.3</td>
<td>1.18</td>
<td>1.75</td>
</tr>
<tr>
<td>Small cluster</td>
<td>12.0±0.1</td>
<td>14.1±0.2</td>
<td>18.1±0.2</td>
<td>0.6</td>
<td>1.7</td>
<td>2.5</td>
</tr>
<tr>
<td>Large cluster</td>
<td>11.7±0.1</td>
<td>13.7±0.2</td>
<td>17.6±0.2</td>
<td>0.6</td>
<td>1.6</td>
<td>2.0</td>
</tr>
<tr>
<td>Liquid</td>
<td>11.4±0.15</td>
<td>13.6±0.2</td>
<td>17.3±0.2</td>
<td>1.6</td>
<td>2.4</td>
<td>2.7</td>
</tr>
<tr>
<td>Liquid Lit. 29</td>
<td>11.16±0.05</td>
<td>13.50±0.1</td>
<td>17.34±0.1</td>
<td>1.45</td>
<td>2.42</td>
<td>2.28</td>
</tr>
</tbody>
</table>

For the liquid phase spectrum, positions of spectral features and their widths are in agreement with literature data. Also in agreement are positions of gas phase signals. Photoelectron spectra of water clusters of different size have been recorded by Barth et al.\textsuperscript{36}. They find an inverse proportional relationship between the cluster diameter and the position of the signal at lowest binding energy (1b$_1$ signal) relative to the respective liquid signal. Using their equation we roughly estimate the size of the small and large clusters to be on the order of 10 and 50 water molecules, respectively.

The width of the gas phase signals detected in our experiment is significantly broader than literature values and broader than the cluster signals detected in the same experiment. We explain this by the background pressure of water gas in the sample chamber and the fact that the focus of the XUV probe pulse is rather large (FWHM $\sim$ 100 $\mu$m). Accordingly, the volume in which photoelectrons from gas phase molecules are generated is large and this initial space distribution impairs good resolution of the time-of-flight spectrometer. In contrast to this, the volume in which photoelectrons from the liquid and the clusters are generated is roughly confined to the dimension of the 20 $\mu$m diameter of the liquid jet, and their spectra are better.
resolved.

Figure 4B displays the evolution of the contributions of gas, cluster and liquid signal for the dataset (-5 ps – 1000 ps). At negative delays, the spectra only contain liquid phase and gas phase signal. We distinguish three time regimes: (1) Within the first few ps, the contribution from the liquid strongly decreases, while the contribution of gas phase signal increases respectively. (2) Between about 50 ps and 150 ps, the signal contribution from gas phase water has its maximum and amounts to about 65%. Small clusters appear at ~ 50 ps and their signal contribution increases with time. (3) For times > 150 ps, the gas phase signal decreases, while the contribution of small clusters increases to its maximum contribution between 200 and 300 ps. It decreases for t > 300 ps, while the contribution of large clusters increases.

The contribution of liquid signal remains almost constant for t > 200 ps. We attribute this to a constant background signal of liquid water, resulting from the fact that IR pump and XUV probe focus have similar dimensions. A slight spatial mismatch may thus explain this constant background signal.

Besides, a small contribution from large clusters appears within a few ps and decays within 100 ps. We note, however, that this < 10% contribution is within the noise which we expect for the time profiles.
4 Discussion

In order to gain insight into the physical processes reflected in our observations and analysis we have used a simple fluid dynamics model to describe the expansion of supercritical water into vacuum. The model is based on equations from expansion wave theory. Figure 5A illustrates the initial state (t = 0 ps) of our model.

Figure 5: Density and temperature in the expanding system at various points in time. Dashed horizontal lines mark the critical density (red) and the critical temperature (blue). The green shaded area reflects the observation window of our experiment, which is confined by the limited escape depth of photoelectrons. The shading density illustrates the intensity of detected photoelectrons I(d).

The water - vacuum interface is defined as position x = 0 nm. In the initial state all water is at negative x-values, while vacuum is at positive x-values. The start temperature is $T_0 = 1000$ K and the start density of the supercritical water is $\rho_0 = 1 \text{ g/ml}$. For the modeling of the expansion, water is approximated as an ideal gas with an
adiabatic exponent $\gamma = 1.33$. The surface of the water jet is assumed to be flat. This is justified with the small distances (~ 100 nm) the particles travel during the 50 ps of the simulation. Heat flow and diffusion are neglected. In other words the expansion is adiabatic and the adiabatic relations for ideal gases apply. For this case, the temperature $T$ and density $\rho$ of the system can be obtained at all positions $x$ and for all times $t > 0$ ps using the equation 2:

$$\sqrt{\frac{T}{T_0}} = \left(\frac{\rho}{\rho_0}\right)^{\frac{\gamma-1}{2}} = \frac{2}{\gamma+1} \left(1 - \frac{\gamma-1}{2} \frac{x}{a_0 t}\right)$$

(2)

$x$ ........ distance from the former surface of the liquid jet

t ........ time after excitation with the IR pulse

$T$ ........ temperature of the ideal gas as a function of $x/t$

$\rho$ .... density of the ideal gas as a function of $x/t$

$T_0$ ...... temperature of the initial state fluid

$\rho_0$ ...... density of the initial state fluid

$\gamma$ ...... adiabatic exponent of the ideal gas

$a_0$ ...... speed of sound in the initial state fluid

Since we approximate water as an ideal gas, the speed of sound $a_0$ is obtained via:

$$a_0 = \sqrt{\gamma \frac{R T_0}{M}}.$$  

(3)

R ...... universal gas constant

M ...... molar mass of the ideal gas

In the supporting information S7 we outline how equation 2 is derived. The results are presented in Figure 5. It shows the density profile and the temperature profile at various times during the expansion. The critical temperature ($T_c = 647$ K) and the
critical density \( \rho_c = 0.322 \text{ g/ml} \)\textsuperscript{34} are shown as dashed horizontal lines and allow to distinguish a supercritical state region and a subcritical state region.

In order to compare these results to the experimental data (Figures 1 and 4), we need two additional considerations: (1) Information on the probing depth of our experiment to estimate the region of the simulations which is observed in the experiment. (2) Information on how the changes in water density and temperature manifest themselves in the photoelectron spectrum.

(1) The probing depth is obtained via the electron attenuation length (EAL). The EAL is defined as the (shortest) distance from a starting point A to an arrival point B, at which the initial photoelectron signal \( I_0 \) is reduced to \( I = I_0/e \). Only photoelectrons generated within this distance to the material surface significantly contribute to the structured part of the photoelectron spectrum. Recent liquid jet experiments by Thürmer et al.\textsuperscript{56} and Suzuki et al.\textsuperscript{57} suggest an EAL on the order of 1 nm for photoelectron kinetic energies between 15 - 30 eV (in our experiment \( h\nu = 38 \text{ eV} \) and electron binding energies range from \( \sim 10 - 25 \text{ eV} \)). This implies that the experiment only detects photoelectron signals from the first few layers of water at \( t = 0 \text{ ps} \) and from the forefront of the expansion for \( t > 0 \text{ ps} \). To model the detection probability of photoelectrons created at a position \( d \) along the x-axis, we assume that for bulk water density \( \rho_0 \) the \( \text{EAL}_0 = 1 \text{ nm} \). For other densities \( \rho \) it is \( \text{EAL} = \text{EAL}_0 (\rho_0 / \rho) \). For all positions \( d \) along the x-axis, the intensity \( I(d) \) of detected photoelectrons, and accordingly the overall signal contribution of this position \( d \) to the photoelectron spectrum, is then proportional to:

\[
I(d) \propto \rho(d) \exp \left( - \frac{\int_0^d \rho(x) \, dx}{\rho_0 \text{EAL}_0} \right) \tag{4}
\]
\( \rho(d) \) is the density at the position of interest \( d \). It is assumed to be proportional to the intensity of photoelectrons generated at this position. The integral \( \int \rho(x) \, dx \) is the integral over the density from the forefront of the expansion up to the position \( d \). The result is visualized as shaded areas in Figure 5. Dark shaded areas mark high signal contributions to the overall photoelectron spectrum and light shaded areas mark low signal contribution.

(2) Figure 5 illustrates that temperature and pressure in the observation volume drop to approximately the critical values within the first 5 ps, and clearly below them within 20 ps. In order to compare this to our experimental data, we need information on how the photoelectron spectrum changes with a change in water density and temperature. This information is not directly available. However, Winter and Faubel\(^30\) suggest that the main reason for the lower binding energy of liquid phase photoelectron signals compared to the respective gas phase signals is a result of stabilization of the ionized species by the surrounding water molecules in the liquid. This stabilization decreases with decreasing density, and a drop in density is thus expected to result in an increase in binding energies of photoelectron signals. The amount of stabilization can be estimated from the polarization contribution of the Born model of solvation\(^30\). It depends on the optical macroscopic dielectric constant of water \( \varepsilon_{\text{opt}} \), which can be determined from the index of refraction \( \varepsilon_{\text{opt}} = n^2 \). The difference in binding energy \( \Delta E \) between a signal in the gas and liquid phase is then proportional to \( \Delta E \propto (1 - 1/\varepsilon_{\text{opt}}) \).

For liquid water \( \varepsilon_{\text{opt}}(300 \text{ K}, 1 \text{ g/ml}) = 1.858 \) and predicts \( \Delta E = 1.4 \text{ eV} \), in agreement with experimental findings\(^30\). For conditions around the critical point \( \varepsilon_{\text{opt}}(647 \text{ K}, 0.322 \text{ g/ml}) = 1.258 \) and predicts a significantly smaller \( \Delta E = 0.5 \text{ eV} \). This simple approach illustrates that a decrease in density manifests itself in a shift of photoelectron signals towards higher binding energies.
With this information, results from fluid dynamics simulations (Fig. 5) can be compared to experimental data (Fig. 1) and cTTF results (Fig. 4). This leads to the following picture:

(1) *Within the first 5 ps of the expansion the density in the observation volume of our experiment drops to values around the critical point.*

As outlined above, this decrease in density directly translates into an increase in electron binding energy. Accordingly, in the spectra from 2 ps to 20 ps (Figure 1A), the center of the 1bוי,liq signal is shifted towards higher binding energies with respect to the reference spectrum at -5 ps. The decrease in density also manifests itself in the cTTF results of Figure 4 as the significant drop in liquid signal contribution and the respective increase in gas phase contribution within the first 20 ps.

The origin of the small transient signal (contribution < 10%) from large clusters, visible in the cTTF results between a few ps and 100 ps, is within the noise expected for the time profiles. However, such a signal might result from an inhomogeneous deposition of energy in the observation volume. Certainly, the expansion is not perfectly homogeneous, rendering a transient appearance of liquid water fragments reasonable.

(2) *From 5 ps to about 20 ps the volume further expands while temperature and density in the observation volume drop significantly below the critical values, leading to formation of water clusters via condensation.*

When temperature and density drop below the critical values, a supersaturated phase emerges. Figure 6 shows the average supersaturation in the observation volume as a function of time.
Figure 6: Average supersaturation in the observation volume of our photoelectron spectroscopy experiment as a function of time. The supersaturation was calculated from the mean densities and temperatures in the observation volume.

Fransen et al.\textsuperscript{59} report that significant formation of condensation seeds is observed within 500 μs for supersaturations between 8 and 13 at densities of about 5 g/m\textsuperscript{3}. We note that extrapolation of this data to the conditions present in our experiment (density = 0.1 g/ml, supersaturation = 13) suggests that formation of condensation seeds takes place on the few ps-timescale, as the time constant for formation of seeds scales with $1/\rho^2$. In our fluid dynamics simulation a supersaturation of 13 is reached at $t = 24$ ps, and formation of seeds is thus expected several picoseconds afterwards. This timescale is surprisingly consistent with the appearance of small clusters in the cTTF results at $t \sim 50$ ps and the subsequent increase of their contribution. For $t > 150$ ps, the cluster signal contribution is strong enough to be directly visible in the photoelectron spectra as a shoulder on the low binding energy side of the $1b_{1g}$ signal. cTTF results further show that condensation into clusters is going along with a decay in gas phase contribution for $t > 150$ ps, as would be expected.
In the further course of the expansion ($t > 150$ ps), the clusters size increases.

The cTTF results illustrate this by a decrease in signal contribution from small clusters (~10 water molecules; size estimated with Ref.36) and an increase in signal from large clusters (~50 water molecules36) occurring between 200 – 600 ps. We note that the gas phase does not significantly decrease within this time window, indicating that larger clusters form according to predictions of condensation theory. The evolution of the cluster signal can also directly be seen in the photoelectron spectra.

With this, the unique combination of experiment, data analysis and simulation presented here delivers a comprehensive picture on the ultrafast expansion dynamics of supercritical water. It further demonstrates that the initial dynamics ($t < 50$ ps) of the expanding phase are well described by a simple fluid dynamics simulation. The timescales of the simulation are in good agreement with experimental results.

We note that the presented results complete the work on the ultrafast dynamics of superheated water, which has previously been published by our group, but was primarily focused on a qualitative description of the obtained experimental data17–20. The reason lies in the complexity of the spectra featuring strong overlap of photoelectron signals from water gas, liquid and clusters. Only the cTTF method presented here allowed us to disentangle the spectra and to access consolidated information on the expansion mechanism and timescales.

Our work ties up to the recent study of Franjic and Miller21. They prepared highly excited thermodynamic water phases at the water/air interface with an IR-laser (2960 nm) pulse, and investigated the macroscopic expansion for timescales > 100 ps via time-resolved dark-field imaging and time-resolved optical reflectivity21. Their experiment captures dynamics on timescales ranging from a few 100 ps to several
microseconds, and the observed length scales of the expansion are on the micrometer scale.

Our experiment adds significant detail to this picture, as it captures the ultrafast dynamics on the few picosecond timescale. In addition, the surface sensitivity of photoelectron spectroscopy confines the measurements to an observation window with a thickness on the nanometer scale. With this, we selectively monitor the expansion of a thin and almost homogeneously heated, supercritical phase of water. In contrast to this, Franjic and Miller detect signal from the entire ensemble of water heated by the IR laser pulse\(^{21}\). As the IR light is almost completely absorbed within a few micrometers from the water surface, this ensemble comprises supercritical water at and near the surface and subcritical water from deeper water layers. Franjic and Miller claim that this ensemble can be described by a metastable liquid phase which separates into gas and liquid phase via a spinodal decomposition\(^{21}\). This is in contrast to our observation, in which the water expands to values below the critical density and temperature, and subsequent condensation is observed. Further experiments are needed to ascertain if this difference is caused by the different IR-pulse lengths: 100 ps in the experiment of Franjic and Miller\(^{21}\), and 250 fs in the experiment presented here. However, as the fluences in the experiment of Franjic and Miller (0.2 - 1 J/cm\(^2\)) are comparable to our value (0.25 J/cm\(^2\)), dynamics of surface water layers might even be identical in both experiments; but only the surface sensitivity of our experiment allows to selectively monitor them.
5 Summary and conclusions

We present time-resolved photoelectron spectra on the ultrafast expansion dynamics of supercritical water into vacuum. The series of photoelectron spectra was successfully analyzed with noise-corrected target transform fitting (cTTF), a specifically developed multivariate method based on target transform fitting (TTF). The strength of the method lies in extracting the spectra of pure components out of a series of mixture spectra. We demonstrate that cTTF delivers reliable results even for complex spectra consisting of three and more chemical species each contributing multiple peaks to the mixture spectrum. In general, we expect the cTTF algorithm to work particularly well for spectra consisting of individual, well defined peak forms, as found in photoelectron, X-ray absorption, Raman, IR or NMR spectra. In the presented case, cTTF reveals four components (gas, liquid, small clusters, large clusters), their spectra, and their time profiles during the expansion process. With this, cTTF results provide unprecedented quantitative information on the expansion dynamics of supercritical water: the involved water species and the time scales they appear.

Together with a simple fluid dynamics simulation, a comprehensive picture emerges: When water is heated up to temperatures above the critical point with an ultrashort laser pulse, subsequent expansion dynamics take place on picosecond timescales. For the case of expansion of the supercritical phase into vacuum, temperature and density of the expanding phase drop below the critical values on a few picosecond timescale. This results in a supersaturated phase, in which condensation seeds form within t ~ 50 ps and grow from small clusters to large clusters on the few 100 ps timescale.

With the above results, the work presented here delivers new insights into the ultrafast dynamics of water under extreme conditions and provides a link between...
ultrafast energy relaxation experiments of vibrationally excited water molecules taking place on the 1 ps timescale\textsuperscript{8,9,11,13–16} and experiments on the macroscopic expansion of highly excited thermodynamic water phases reported for timescales > 100 ps\textsuperscript{21}. The combined experimental and theoretical approach presented here may be relevant for better understanding differences in the ablation mechanisms in laser induced liquid beam ionization/desorption (LILBID) mass spectrometry\textsuperscript{25,26} and matrix-assisted laser desorption/ionization (MALDI) from water ice matrices\textsuperscript{23,24}.

It also opens up an experimental route towards understanding dynamics of other hydrogen bond networks under extreme conditions and their differences compared to water\textsuperscript{20}. Besides, it demonstrates that time-resolved XUV photoelectron spectroscopy on liquids will be a powerful tool for future studies on the ultrafast dynamics of liquids. In such experiments, the surface sensitivity of photoelectron spectroscopy might be exploited to confine the measurements to an observation window within a few nanometers from the surface and thus to obtain specific spatial information in addition to temporal resolution.

**Acknowledgements**

The authors thank the Deutsche Forschungsgemeinschaft and the European Social Fund for financial support through the SFB/TRR 102 and the NFG Echem, respectively. We also thank Anika Gladytz, Dr. Oliver Link and Dr. E. Lugovoy for experimental support and insightful discussions. This work made use of the free software package GNU Octave, and the authors are grateful for the support of the Octave development community.
References


35. Note: We note that the NIST Chemistry Webbook only provides data up to pressures of 1GPa, which is reached at a temperature of ca. 800 K and a deposited energy of 30 kJ/mol. To estimate the temperature after further deposition of the remaining 10 kJ/mol, the heat capacity \( c = 50 \text{ J/(molK)} \) is used and assumed to stay constant.


