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The complex behavior of nanoparticles submitted to high-pressure is analyzed using different thermodynamic and geometrical approaches. The defect density and the surface states are identified as the main factors governing the pressure-induced transitions of nanoparticles.
Abstract

Below a critical particle size, some pressurized compounds (e.g. TiO₂, Y₂O₃, PbTe) undergo a crystal-to-amorphous transformation instead of a polymorphic transition. This effect reflects the greater propensity of nanomaterials for amorphization. In this work, a panorama of thermodynamic interpretations is given: first, a descriptive analysis based on the energy landscapes concept gives a general comprehension of the balance between thermodynamics and kinetics to obtain an amorphous state. Then, a formal approach based on Gibbs energy to describe the thermodynamics and phase transitions in nanoparticles gives a basic explanation of size-dependent pressure-induced amorphization. The features of this transformation (amorphization occurs at pressures lower than the polymorphic transition pressure!) and the nanostructuration can be explained in an elaborated model based on the Ginzburg-Landau theory of phase transition and on percolation theory. It is shown that the crossover between polymorphic transition and amorphization is highly dependent on the defect density and interfacial energy, i.e., on the synthesis process. Their behavior at high pressure is a quality control test for the nanoparticles.
1. Introduction

To better understand the effect of surface energy on phase stability, the combination of
pressure and particle size is particularly important as, keeping the particle size constant,
pressure allows the energy landscapes of the system to be explored [1]. In addition, pressure
and particle size are two parameters that can be used conjointly to stabilize new phases [2, 3,
4, 5]. The interest in studying nanoparticles under high-pressure is at least two-fold: (i) to gain
a fundamental understanding of the thermodynamics when the interfacial energy becomes of
the same magnitude as the intra-particle energy, and (ii) to stabilize new structures that may
have potential interest as functional materials.

A surprising transformation favored by reducing the particle size is the crystal-to-amorphous
transition [6, 7]. It is observed that amorphization in nanoparticles occurs once a critical
defect density is reached. For instance, irradiated nanocrystalline ZrO$_2$ (3 nm) will amorphize
whereas irradiated bulk ZrO$_2$ does not [8]. Recently, a new process for amorphizing
nanoparticles has been reported: size-dependent pressure-induced amorphization. Below a
critical diameter, an amorphous state is observed under pressure instead of a high-pressure
topolymorph. For instance, it has been shown that, below a diameter of 10 nm, TiO$_2$
nanoparticles undergo pressure-induced amorphization (PIA) whereas nano-anatase
transforms to a baddeleyite structure when the diameter exceeds 10 nm [9, 10]. Such size-
dependent PIA has also been reported in Y$_2$O$_3$ nanoparticles [11]. When the particle diameter
exceeds 21 nm, the initial cubic structure exhibits a transition to a hexagonal structural phase
at 14 GPa. A different scenario is observed for particles with a diameter of 16 nm, for which
the cubic phase transforms to an amorphous state at 25 GPa.

A similar effect has been observed in PbTe nanoparticles [12, 13]. Below a diameter of 9 nm,
PbTe nanoparticles undergo PIA whereas, with larger particles, a polymorphic transition is
observed at 8 GPa.
Thermodynamic descriptions have been tentatively developed to describe this size-dependent PIA phenomenon [6, 12] but some features of the transition require a deeper understanding. One of them is the fact that amorphization occurs at a lower pressure than the expected polymorphic transformation [6, 12, 14]. Moreover, total amorphization is not always observed. In samples with a lower defect density, amorphization and polymorphic transformations occur simultaneously, leading to complex nanostructuration [6].

In this article, we present thermodynamic arguments that may be invoked to describe and improve our understanding of the greater propensity of nanomaterials to amorphize under pressure. In the first part, we propose a qualitative analysis based on the energy landscape concept, which is well suited as it explicitly integrates the kinetic aspect that is crucial in amorphization processes. Then, we develop a thermodynamics approach of pressure-induced phase transition, taking into account the interfacial energy. We formally derive the effects of this parameter on the transition pressure, and extend this formalism to amorphization. Finally, we determine the amorphization pressure using a geometrical approach based on percolation theory. The lowering of amorphization pressure with respect to the polymorphic transition pressure is formally derived. In the case of competition between the two mechanisms (polymorphism vs. amorphization), we use the Ginzburg-Landau theory of phase transitions by including the effects of particle size and kinetic aspects.

2. Description based on the energy landscapes concept

The competition between transformation into either a crystalline phase or an amorphous state is governed by a delicate balance between thermodynamic and kinetic factors. Amorphization may occur if the nucleation and growth of an equilibrium crystalline phase is kinetically hindered. To better represent this aspect, the configurational energy landscape concept is fully informative. This landscape can be depicted as a multidimensional plot of the potential energy (E) corresponding to different local and long-range arrangements of atoms in the system and
to the type of bonding \[7, 15\]. Each arrangement constitutes a “configuration” that is often shown schematically in two or three dimensions as a plot of \(E\) vs. the generalized configurational coordinates (Figure 1). Each crystalline polymorph in the system corresponds to a deep energy minimum. For either temperature or pressure increase, a different crystalline polymorph becomes more stable and a polymorphic transition takes place. The ease of this transition is dictated by the height of the energy barrier separating the two phases and the transformation pathway between them, involving breaking and re-forming of bonds and displacement of relative atomic coordinates. In addition to the deep and sharp energy minima representing ordered, crystalline phases, a “landscape” of amorphous states is formed by a number of shallow minima or basins of similar energies, separating the regions of stability by relatively small energy barriers. Figure 1 shows a possible energy landscape at the transition pressure between two crystalline phases 1 and 2. When the defect density in the nanoparticle is low, the energy minima of both crystalline phases are equally deep but separated by a potential energy barrier that governs the kinetics of this transition process. For a high defect density, the energy minimum of each crystalline phase is significantly increased whereas the landscape of amorphous states is only slightly affected, as amorphous states are defective and flexible structures for which relaxation processes are facilitated. At a critical defect density, the relative height of the energy barrier between phase 1 and phase 2 may exceed the critical value for the phase 1-to-amorphous transformation, resulting in a kinetically preferred crystal-amorphous transformation instead of a phase 1-to-phase 2 transformation. In summary, two critical factors govern the amorphization process: (i) the depth of the energy minima representing different crystalline states; (ii) the height of the energy barrier with respect to the amorphous megabasin, which can be increased by the number of defects (induced by doping, irradiation, etc.), surface/interface energy, strain, etc. Whenever this increase is sufficiently high, the initial crystal structure may be destabilized in favor of a new, non-crystalline atomic configuration. Since the energy barrier between two crystalline phases
that undergo reconstructive phase transformation is higher due to bond breaking and atomic movements, amorphization may be easier to achieve.

3. Thermodynamics aspect derived using the Gibbs Energy

The expression of the Gibbs energy, including the interfacial energy term (\(\gamma\)) and considering isothermal compression, reads

\[
dG = V \cdot dP + \gamma \cdot dA
\]  
(1)

By applying mathematical techniques of classical thermodynamics, the molar Gibbs energy including pressure and particle size (radius \(r\)) can be deduced and expressed as [16]

\[
G_m = P.V_m + \frac{3V_m \gamma_0}{r} + G_0
\]  
(2)

Where \(\gamma_0\) is the contribution of the interfacial energy at ambient pressure.

An illustration of these considerations is given in Figure 2. The Gibbs energy is shown as a function of pressure. We consider a transition between a low-pressure phase (lp) and a high-pressure phase (hp) in the cases of:

i) A bulk material. The dark lines show the Gibbs energy of a low-pressure phase (lp) and a high-pressure phase (hp) in the case of a bulk sample with no size effect (\(r \to \infty\)). To a first approximation, the slope of the line is given by the molar volume of the phase (as \(dG_m = V_m \cdot dP\)). The transition pressure is determined where the two lines cross (\(G_{lp} = G_{hp}\)).

ii) A nanoparticle of the same composition. Considering \(\gamma_{hp} - \gamma_{lp} > 0\) as proposed by Alivisatos (where \(\gamma_{hp}\) and \(\gamma_{lp}\) are the surface energies of the high-pressure phase and the low-pressure phase, respectively), we predict an increase in the transition pressure for nanoparticles. This model is fully consistent with that developed by Alivisatos’
group to explain the greater transition pressure in nanoparticles than in bulk [2, 14, 17, 18].

It is important to note that in a realistic case $\gamma_0$ is variable as it corresponds to an interfacial energy term. This term should take into account not only the surface energy but the presence of defects, interactions with capping molecules and so on. For instance, this interfacial energy in nanoparticles may vary depending on the synthesis approach [14, 19]. As discussed recently [20] in the case of a nanoparticle, one has to take into account the different contributions of the surface/interface in a multidimensional plot (defect, capping molecules, etc). $\gamma_0$ results from a projection on the (G,P) plane and describes the contribution of the different nanoscale-related parameters (such as ligands, shape, size, strain constraint or confinement effect).

Therefore, $\gamma_0^\ell$ and $\gamma_0^h$ are not univocally defined and can vary from one sample to another. This may explain the discrepancies sometimes found in the literature concerning the transition pressure in nanoparticles.

For sufficiently large $\gamma_0$ and sufficiently small $r$, the free energy of the nanoparticle may be of the same order of magnitude as that of an amorphous state. Figure 3 shows a thermodynamic picture, starting again with the same considerations above but including amorphous states. Strictly speaking, the amorphous solid does not constitute a true phase and equilibrium thermodynamic arguments should not apply. However, thermodynamic quantities such as specific volume, enthalpy, and entropy are readily measured for solid amorphous materials and can be used to describe a non-crystalline substance that is in a metastable thermodynamic equilibrium. In the case where an additional energy term related to the defective surface is included, as long as this contribution is large enough then the pressure increase may lead to the energy field of the amorphous state.

In the classical thermodynamic framework, amorphization usually results from the transformation of a superpressed crystal to an amorphous state [7] and the amorphization
pressure is higher than the polymorphic transition pressure. The introduction of a high defect density and interfacial energy can lower the amorphization pressure, and ultimately amorphization may occur at ambient pressure, as for irradiated nanosized ZrO$_2$ [8]. However, the approach is mainly qualitative and a formal expression of the amorphization pressure cannot be derived, contrary to theoretical developments presented in the next section.

4. Geometrical description of amorphization: A Percolating system

The approach based on the Gibbs energy explicitly provides the reasons for amorphization. This transition occurs when the energizing processes (defects, interfacial and elastic energies) destabilize the crystalline phase in favor of the amorphous state, i.e., when the Gibbs energy of the crystalline phase pressure exceeds that of the amorphous state. The amorphization pressure decreases when the free energy at ambient pressure is high, i.e., when the interfacial energy and the defect concentration are important. This amorphization pressure can be relatively low compared to the polymorphic transition pressure, and then the system is far from equilibrium. The difference between the amorphization pressure and the polymorphic transformation pressure is not straightforward to quantify, as the free energies of the amorphous states are not known. In the following, we propose to determine the amorphization pressure by adopting a geometrical description of the growth of the amorphous state in the framework of percolation theory. As the amorphous state becomes energetically favorable and we are far from equilibrium, growth can be considered as explosive [21]. This corresponds to the inverse phenomenon known as explosive crystallization leading to a dendritic structure. The associated kinetics being very rapid, the amorphization pressure determined by a geometrical description should be close to the one given by thermodynamic arguments. Therefore, we propose to examine the “growth”/ “propagation” of the amorphous state in a crystalline matrix in greater details in the framework of invasive percolation theory, as it has been done in the case of radiation-induced amorphization [22, 23].
Let us describe the basic assumptions of the model. A Voronoi cell can be defined around each defect. When approaching the stability field of the amorphous state, this cell can present two possible states: crystal-like or amorphous-like. This is a percolating system where we can define the “experimental” crystal-to-amorphous transition at the percolation threshold. Percolating systems have a parameter $q$ that controls the occupancy of sites (Voronoi cell) in the system. This parameter represents the probability of a site to be amorphous and increases with increasing pressure.

The Voronoi cells are independent but an amorphous cell grows during pressurization above the critical pressure. In this case, this corresponds to an invasive percolating system where the amorphous state is the invader and can penetrate an isolated crystallized region (so-called defender). This is called invasive percolation without trapping. It is well established that percolation without trapping and regular percolation are of the same universality class [24]. Thus, microscopic description of the transition at a local level is not necessary. The key point of the description is the fractal structure of the infinite cluster defined just above the percolation threshold. The use of a fractal dimension is dictated by the inhomogeneity of the system, contrary to homogeneous structures for which Euclidean space is adapted.

At a critical value $q = q_c$ where the percolation transition takes place, the mean cluster size given by the correlation length $\xi$ diverges following a power law

$$\xi \approx \xi_0 |q - q_c|^{-\mu}$$  \hspace{1cm} (3)

where $\mu$ is the critical exponent which depends on the type of percolation and the type of lattice [25].

The crystal-to-amorphous transition occurs at the percolation threshold. The offset between the pressures of polymorphic transition and of amorphization $\Delta P = P^* - P^{am}$ can be determined by [26]
\[ \Delta P = \frac{\xi^{2\mu-2}}{\alpha_0 \xi^{2\mu} \Gamma^2 (3-\mu)} \]  

where \( \Gamma \) is the Euler gamma function, \( \xi \) is the microscopic correlation length, and \( \alpha_0 \) is a numerical parameter. The maximum offset is given for an invasive percolating system \( D_\ell = 2.5 \) \cite{27} and yields

\[ \Delta P_{max} \approx \frac{16 \xi^{-2}}{9 \alpha_0 \pi} \]  

The microscopic correlation length \( \xi \) is defined in percolation theory as the typical radius of the largest finite cluster. In the case of nanoparticles, \( \xi \) cannot exceed \( r \), the radius of the nanoparticle. This spatial limitation leads to

\[ P_{c}^{am} = P_c^* - \frac{16}{9 \pi \alpha_0 r^2} \]  

where \( P_c^* \) is the polymorphic transition pressure in the nanoparticle. This pressure can be expressed as (see below and Ref. [19])

\[ P_c^* = P_c + 3 \delta \frac{\gamma_{hp} - \gamma_p}{\alpha_0 r} \]  

where \( P_c \) corresponds to the polymorphic transition pressure in the bulk material.

Finally,

\[ P_{c}^{am} = P_c + 3 \delta \frac{\gamma_{hp} - \gamma_p}{\alpha_0 r} - \frac{16}{9 \pi \alpha_0 r^2} \]  

Using these results, one can draw a schematic pressure-size phase diagram showing two different regimes: polymorphic transition vs. pressure-induced amorphization (Figure 4).

It has been demonstrated that amorphization occurs only when a sufficient defect density is attained in the nanoparticles \cite{6, 14}, i.e., when the number of sites is sufficient to reach the percolation threshold. For typical large nanoparticles, no amorphization is observed. In this case, the transition pressure follows a \( 1/r \)-dependence (red curve – arrow 1 in Figure 4) as determined by the classical thermodynamics approach (see previous section) or Landau theory of phase transitions \cite{19}.
When the defect density is sufficient, then amorphization may occur at a critical size (which depends on the materials: \( \sim 10 \text{ nm in TiO}_2 \) [9, 10], \( \sim 9 \text{ nm and in PbTe} \) [12, 13], \( \sim 16 \text{ nm in Y}_2\text{O}_3 \) [11]). In that case, a crossover can occur and amorphization becomes the dominant mechanism (blue zone in Figure 4). One striking consequence is that \( \Delta P > 0 \), i.e., the crystal-to-amorphous transition occurs at a lower pressure than the polymorphic transformation (Figure 4 – Arrow 2 in Figure). This prediction has been observed in all experimental reports of size-dependent PIA [6, 12, 14].

It is important at this point to discuss possible experimental discrepancies depending on the analytical techniques. At the percolation threshold, the whole sample does not become amorphous \( (\eta_c = 0.2 \text{ for sites in the fcc lattice}) \) [28]. However, due to the fractal nature of the amorphous state, its spatial distribution is highly inhomogeneous. The density of crystallized clusters \( n \) of size \( s \) \( (s \text{ being the number of Voronoi cells}) \) decreases rapidly according to the law \( n(s) = s^\tau \) \( (2 < \tau < 2.5) \) [28]. Consequently, the remaining crystalline domains are small (typically a few times the distance between two adjacent defects) and may be smaller than the correlation length of the characterization probe, leading to an amorphous-like material even though a significant part of the sample is still crystalline. Therefore, Raman spectroscopy or X-ray diffraction may indicate complete amorphization whereas TEM experiments will show the existence of nanoscale crystalline domains.

5. Competition between amorphization and polymorphic transition

In the following section, we discuss the intermediate scenario, i.e., partial amorphization (arrow 3 in figure 4). In that case, a competition between the two mechanisms (polymorphic vs. amorphization transitions) exists. We propose a classical Ginzburg-Landau approach to extract new insight and a better understanding of the nanostructuration.
The strength of this approach is that it is possible to describe the polymorphic transition or the amorphization with the same kind of equation. The Ginzburg-Landau theory of phase transition in nanoparticles has been developed in a recent publication [19]. Let us first summarize the formalism of this approach. The seminal work by Tolédano and Dmitriev [29] demonstrates the possibility of defining a transcendent order parameter. Thus, the Landau approach to phase transitions can be extended to study any kind of structural phase transition and an order parameter can always be determined. The Landau potential for a second order transition (the formalism can also be extended to a first order transition by using a potential of higher order) with an additional coupling term between the primary order parameter and the interfacial energies is [19]

\[
F = F_0 + \alpha \eta^2 + \beta \eta^4 + \delta \eta^2 \frac{\gamma_{hp} - \gamma_{pq}}{V} S
\]

(9)

where \(S\) and \(V\) are the surface and volume of the nanoparticle, respectively. \(\alpha\) changes its sign at the transition and is usually defined as \(\alpha = \alpha_0 (P - P_c)\). \(\delta\) is the coupling constant between the primary order parameter and the surface energies. Solving the equilibrium condition equation \(\frac{\partial F}{\partial \eta} = 0\) leads to equation (7).

The Landau theory of phase transitions has been extended to take into account spatial derivatives of the order parameter that may be associated with kinetics of the transition. Such a treatment was applied to the case of type-II superconductivity [30]. Then it was used to describe the incommensurate phase [31] which shows some loss of the translational symmetry, and ultimately to describe amorphization processes [32, 33].

The master equation is given by [19]

\[
F = F_0 + \alpha \eta^2 + \beta \eta^4 + \delta \eta^2 \frac{\gamma_{hp} - \gamma_{pq}}{V} S + K (\nabla \eta)^2
\]

(10)

with \(K\) being the Ginzburg term related to the kinetics.
Two cases can be considered. First, spatial inhomogeneity is limited and the polymorphic transition occurs. In that case, the kinetics term (K) induced a broadening of the transition region [19]. Second, for amorphization, contrary to polymorphic transitions for which the order-parameter is associated with a single critical wave vector, the order-parameter associated with the crystal-amorphous transition varies continuously from one point to another [32].

In the description of the crystalline to amorphous transformation under irradiation [32], the Ginzburg-Landau approach was used to derive that the radius of the amorphous region is given by the following relation

$$r_N = \left( \frac{K}{\alpha_0} \right)^{1/2} (C_c - C_N)^{-1/2} + r_0$$  \hspace{1cm} (11)$$

where $\alpha_0$ is a parameter of the Landau potential, $K$ defines the Ginzburg term in eq. (10), and $r_0$ is the initial radius of the amorphous embryo. $C_N$ is the defect concentration at which the amorphous embryo nucleates and $C_c$ is a critical concentration at which merging of amorphous embryos occurs (i.e., the percolation threshold is reached).

It has to be noted that $r_N$ is similar to the expression of coherence length determined in percolation theory (equation (3)). The critical exponent is $1/2$ and results from the assumption used to analytically solve the Ginzburg-Landau equation, i.e., that the system is closed to the transition conditions. In brief, this treatment is an approximation of the percolation approach detailed previously.

Therefore, two size effects can be deduced. First, as in bulk material, when $C_N$ approaches $C_c$, $r_N$ diverges and leads to amorphization. Such a concentration is explicitly dependent on several nanoparticle parameters, i.e., its size and the interfacial energy expressed as [34]

$$C_c = C_0 - \frac{\gamma}{r}$$  \hspace{1cm} (12)$$
$C_0$ is the critical concentration for bulk samples that depends on the materials and on the type of defects.

Therefore, the radius of the amorphous region is dependent on the nanoparticles’ features as, combining (11) and (12)

$$r_N = \left( \frac{K}{\alpha_0} \right)^{1/2} \left( \frac{C_0 - C_N}{\lambda} \right)^{1/2} + r_0$$

(13)

When the critical defect density is approached, amorphization is favored. Two different parameters may facilitate the amorphization process: (i) reducing the nanoparticle size. As evidenced experimentally, the smaller the nanoparticles, the greater the tendency for amorphization. (ii) increasing the interfacial energy parameter $\gamma$ by varying the surface state of the nanoparticles.

Therefore, at the transition pressure, two competitive mechanisms must be considered: polymorphism vs. amorphization. Three cases can be considered depending on the initial defect concentration $C$:

(i) $C > C_c$ : the nanoparticle is entirely amorphous according to the definition of $C_c$.

(ii) $C < C_N$, no amorphous nucleates appear and only polymorphic transformation occurs (Figure 5, case 1).

(iii) $C_N < C < C_c$ : the final state depends on the comparison between $r_N$ and $r$. When $r_N \geq r$, the nanoparticle becomes amorphous (Figure 5, case 2), otherwise amorphous and crystalline states coexist and the fraction of the amorphous region in the nanoparticle is given by $\left( \frac{r_N}{r} \right)^3$ (figure 5, case 3).

Considering case (iii) of coexisting crystalline and amorphous regions, kinetic factors need to be considered as well. On the one hand, the Ginzburg parameter $K$ is related to the kinetics of a polymorphic transition in nanoparticles as it widens the transition region $\varepsilon$ ($\varepsilon \propto K^{1/2}$), as demonstrated in ZnO under pressure [19]. On the other hand, increasing $K$
leads to a larger amorphous fraction as $r_N \propto K^{1/2}$. Therefore, the kinetics factor tends to slow down the polymorphic transformation whereas it favors the amorphous state. This statement is in agreement with the general trend that amorphous states are kinetically favored states.

Figure 5 summarizes the possible processes occurring during pressurization. The polymorphic transformation occurs through a nucleation and growth mechanism (case 1 in Figures 4 and 5). The main size-dependent effect is the spreading of the transition [19].

The amorphization is related to the number of defects. It occurs suddenly at pressures lower than the polymorphic transition pressure if the percolation threshold is reached and amorphization is then complete (and explosive [21]) (Case 2 in figures 4 and 5); otherwise, amorphization is only partial (Case 3 in figures 4 and 5). In that case, the final structuration consists of a high-pressure crystalline phase co-existing with a collection of amorphous domains (case 3 in Figure 5). The contribution of each state is obtained by comparing the number of Voronoi cells corresponding to both crystal and amorphous states. We extracted this information from Raman spectroscopy experiments made on pressurized Y$_2$O$_3$ nanoparticles with a different defect density and published the findings elsewhere (Figure 6a) [6]. In the case of a highly defective sample, we observed an abrupt increase in the amorphous state contribution compared to the low-pressure crystalline phase. No high-pressure crystal is observed and the sample can be considered as amorphous, in agreement with the percolation model proposed in section 3. When a less defective sample is compressed, explosive amorphization is not observed but a competition between polymorphic transition and amorphization starts at a higher pressure than that for spontaneous amorphization. The final structure is a mixture of the high-pressure crystalline phase and the amorphous state (Figure 6b).
6. Conclusion

In this article, we developed different models for describing and understanding the size-dependent PIA phenomenon. The first description, the energy landscape concept, relates potential energy with atomic configurations. Interfacial effects and defects modify this energy landscape and influence the equilibrium energy and kinetics, favoring an amorphous state at some point. In a second section, we expressed the Gibbs energy, taking into account the effect of pressure on a nanoparticle but also including an interfacial energy that corresponds to the contribution of underlying and unavoidable effects related to nanomaterials, i.e., size-dependent effects such as surface state (defect, capping molecules). The effects of interfacial energies associated with elastic energy during compression correspond to energizing processes leading to amorphization of the structure. It should be noted that both approaches can also be used to describe another phenomenon more frequently encountered in nanoparticles than in bulk materials, namely polyamorphism, corresponding to a transformation from an amorphous state to a different amorphous form [7, 35].

The final two sections are dedicated to detailed descriptions of amorphization either in the case of conditions far from equilibrium (percolating model) or in the case of a competition with polymorphic transition. In both cases, the conditions required for an amorphous state of pressurized nanoparticles is as follows:

1. An initial defect concentration must be present in the nanoparticles \( C > C_N \). Defect-free nanoparticles cannot be amorphized unless defects are generated at some point in the process. On the other hand, a defect concentration above a critical value \( C > C_c \) leads to an amorphous state under ambient conditions such as in the case of irradiation-induced amorphization. To observe a size-dependent PIA, the defect concentration should lie between \( C_N \) and \( C_c \).
(ii) The smaller the particles, the higher the interfacial energy becomes. Therefore, the critical defect density for amorphization becomes lower.

Size-dependent PIA is mainly driven by the defect density in the nanoparticles and their interfacial energy. These features can be controlled during sample synthesis and storage. It can be foreseen that high-pressure behavior is appropriate in order to control the quality of the nanoparticles.
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Figure 1. Energy landscapes of two nanocrystalline samples at high pressure. Sample A has a low defect density and exhibits a transition from phase 1 to phase 2. The kinetics of the transformation are controlled by the height of the energy barrier. Sample B contains a high defect density. Under pressure, transformation to the amorphous state is kinetically favorable for this sample.

Figure 2. Effect of interfacial energy on phase stability. The phase transition pressure in the bulk material is given by the crossover between the Gibbs energy function for each phase (lp for low-pressure and hp for high-pressure phases, respectively). In the case of nanoparticles, the Gibbs energy must be corrected by a surface-related term for each phase ($\gamma^0_{lp}$ and $\gamma^0_{hp}$). Usually the surface tension is higher in the high-pressure phase than in the low-pressure one, which leads to a predicted shift in the transition pressure to a higher value.
Figure 3. Gibbs energy as a function of pressure for three different morphologies of the same compound: bulk material, nanoparticles and defective nanoparticles. Interfacial energy considerations are responsible for the increase in the transition pressure (nanoparticles) or pressure-induced amorphization (defective nanoparticles).

Figure 4. Schematic Phase Diagram showing different regimes. For large particles, the low-pressure phase (lp) transforms to a high-pressure phase at a higher pressure ($P^*_c$) than in the bulk material when the radius decreases (red line). Once a critical size (depending on the material, the surface state and the defect density) is reached, there exists a cross-over between this polymorphic transition and pressure-induced amorphization ($P^*_{am}$). In this case, the amorphization pressure decreases with decreasing size (blue line).
Figure 5. Summary of the different scenarios during the pressurization of nanoparticles. In case 1, far from the critical region (see figure 4), the defect concentration is not sufficient to induce amorphization. In this case, transformation occurs in the form of a cooperative, homogeneous movement of many atoms that result in a change in the crystal structure. The growth of the high-pressure phase within the low-pressure phase is homogeneous and is well-described in Euclidean space. In case 2, the defect density is sufficient to induce a percolating system of amorphous domains. Case 3 is the situation where two competing processes exist: polymorphic and amorphization transition. The final state is coexisting amorphous and high-pressure crystalline phases.

Figure 6. a) ratio of the amorphous and crystalline (low-pressure phase) contributions to Raman spectra of Y$_2$O$_3$ nanoparticles under pressure. Two types of sampled are considered: i) highly-defective nanoparticles (black). In this case, explosive amorphization is observed as the percolating threshold is reached; ii) less defective nanoparticles (red). The number of sites transforming to an amorphous state is below the percolating threshold. The ratio increases as the low-pressure phase transforms to the high-pressure structure. b) in the final state amorphous and high-pressure crystalline phases coexist, as observed by Raman spectroscopy (broad orange peak: amorphous state).