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This article reviews recent developments and applications in the area of computational electrochemistry. 

Our focus is on predicting the reduction potentials of electron transfer reactions and half-reactions in both 

aqueous and nonaqueous solutions. Topics covered include various computational protocols that combine 

quantum mechanical electronic structure methods (such as density functional theory) and implicit-solvent 

models, explicit-solvent protocols that employ Monte Carlo or molecular dynamics simulations (for 10 

example, Car–Parrinello molecular dynamics using the grand canonical ensemble formalism), the Marcus 

theory of electron charge transfer, and computational approaches based on empirical relationships 

between molecular and electronic structure and electron transfer reactivity. The scope of the implicit-

solvent protocols is emphasized, and the present status of the theory and future directions are outlined. 

1. Introduction 15 

Many chemical reactions include steps involving actual or formal 
electron transfer from one reactant to another, resulting in 
oxidation or reduction. The tendency of a chemical species to 
lose or acquire electrons is quantitatively described by a key 
thermodynamic quantity called the reduction potential, which 20 

may be measured, for example, by cyclic voltammetry. However, 
in practice, the high reactivity of some interesting reagents (e.g., 
organic radicals), or the irreversibility of a half-reaction, can 
make the direct experimental measurement of the corresponding 
reduction potentials difficult or unfeasible. Computational 25 

chemistry provides a valuable alternative to experiment in such 
cases. Recent advances have allowed for improved accuracy in 
predictions of many interesting equilibrium and kinetic chemical 
properties in the gas phase. Theoretical studies of condensed-
phase processes have also become increasingly common and 30 

accurate, as a result of the development of more accurate 
continuum solvent models and combined quantum mechanical 
and molecular mechanical free energy methods. Therefore, well-
chosen and validated combinations of theoretical models can now 
be used to make quantitative predictions of electrochemical 35 

quantities like reduction potentials. Indeed, comparisons of such 
predictions to experiment can now be useful for the assignment of 
specific chemical transformations to otherwise ambiguous 
observed potentials from voltammetry. 
 In Section 2, we will provide an overview of a number of 40 

fundamental electrochemical concepts widely used in 
computational electrochemistry. Then we will discuss various 
computational methods used for predicting reduction potentials in 
aqueous and nonaqueous solution (including ion-coupled 
electron-transfer reactions). Emphasis will be placed on the 45 

differences in the treatment of solvation effects by these 
techniques. In particular, we focus on three groups of methods.  

 The first group of methods (Section 3) is based on a quantum 
mechanical treatment of the solute combined with a dielectric 
continuum model of the solvent. In general, the standard 50 

reduction potential for the redox pair of interest in solution can be 
calculated from the standard-state Gibbs free energy of the 
corresponding half-reaction estimated, for example, based on a 
thermodynamic cycle that includes the free energies of products 
and reactants in the gas phase and their free energies of 55 

solvation.1-4 Free energies of solvation can be calculated using 
implicit-solvent models, which are sometimes called continuum 
solvation models because the bulk electrostatic effects of the 
solvent are modeled as if the solvent were a continuous dielectric 
medium (that is, one uses a non-atomistic model of a molecular 60 

liquid) characterized by macroscopic properties (for example, 
dielectric constant and bulk surface tension at the solvent–air 
interface) and, sometimes, by microscopic properties (such as 
polarizability of the solvent molecules and an effective solvent 
radius). By invoking this continuum approach, one reduces the 65 

electronic structure problem to the size of the solute of interest (in 
a field), so that the solute molecule can be treated at a higher 
theoretical level, for example, quantum-mechanically using 
density functional theory (DFT). The free energy of solvation can 
also be calculated by using more computationally expensive 70 

mixed discrete–continuum solvation models where one adds one 
or more solvent molecules to a bare solute molecule and treats 
only that portion of the solvent not explicitly included as a 
dielectric continuum.   
 The second group of protocols (Section 4) used for predicting 75 

reduction potentials is based on a quantum mechanical treatment 
of the solute with the solvent treated atomistically with its 
equilibrium ensemble of configurations sampled by means of 
molecular dynamics (MD) simulations or the Monte Carlo (MC) 
method. Note that the method commonly called MD is simply the 80 
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classical trajectory method, and most often it is used simply as a 
means of ensemble averaging (justified by the assumption of 
ergodicity) rather than to calculate real-time dynamics. In typical 
MD and MC simulations, interactions between particles are 
described by using molecular mechanics (MM) force fields 5 

(which are the gradient fields of analytic potential energy 
functions written in internal coordinates). However, one may also 
employ direct dynamics, which means that the energies and 
forces are calculated as needed by electronic structure 
calculations rather than from an analytic potential energy function 10 

or a fit to the results of electronic structure calculations. For 
example, direct dynamics may be carried out using Car–
Parrinello extended-Lagrangian MD in which the wave function 
is propagated along with the nuclear coordinates5 or by so called 
Born-Oppenheimer MD in which one solves for the fixed-nuclei 15 

electronic wave function at every time step.6-10 The MM and 
direct dynamics approaches may also be combined by using a 
combined quantum mechanical/molecular mechanical (QM/MM) 
approach11-24 where the solute molecule is treated quantum 
mechanically and the solvent molecules are treated using a MM 20 

force field. The QM region may also include one or more selected 
solvent molecules from the first and second solvation shells, 
although in such a case one may need to use an adaptive 
method25-38 that allows solvent molecules to move between the 
QM subsystem and the MM subsystem. The computational 25 

protocols discussed in Section 4 treat all solvent particles 
explicitly, while the implicit-solvent models discussed in Section 
3 use a mean-field approach.  
 The group of methods treated in Section 5 includes 
computational protocols that do not readily fit into either the first 30 

or the second group. For example, we will discuss computational 
approaches based on empirical relationships between molecular 
and electronic structure and electron transfer reactivity. Examples 
of such methods are the protocols that employ linear free energy 
relationships (LFERs) obtained by correlating computed or 35 

experimental reduction potentials to other computed properties or 
experimental observables. 
 We will also discuss in more detail some examples of applying 
the aforementioned computational methods to various classes of 
chemical systems in aqueous and nonaqueous solution (see 40 

Section 6). In particular, we will consider the studies of a number 
of inorganic (for example, nitrogen oxide species) and organic 
compounds, aqueous metal ions, and transition metal complexes 
(both organic and inorganic), and we will cover such currently 
heavily studied topics as electrocatalytic water oxidation. 45 

 We will focus on methodologies for prediction of liquid-phase 
redox potentials based on free energy calculations, and we will 
consider mainly the thermodynamics of redox processes in 
solution. Detailed analysis of kinetics or heterogeneous reactions 
is beyond the scope of the present article.   50 

2. Fundamental electrochemical concepts 

In this section we provide an overview of fundamental concepts 
used in computations of reduction potentials. 

2.1. Standard states 

Standard-state thermodynamic properties (such as the standard 55 

reduction potential) are denoted in the present paper by a 

superscript circle when they are defined to use the standard state 
of an ideal gas at a partial pressure of 1 bar for gases and the 
standard state of a solute in an ideal dilute solution with a formal 
solute concentration of 1 mol/L (sometimes called a 1 molar or 1 60 

M ideal solution) for solutes. Alternative standard-state 
definitions used in the literature include a standard state of 1 atm 
ideal gas for gases and a standard state of 1 molal ideal solution 
for solutes. The free energy change of 1 mol of an ideal gas upon 
compression from 1 bar pressure to a pressure of 1 atm (i.e., 65 

1.01325 bar) is less than 0.04 kJ/mol at 298.15 K. The free 
energy difference due to a change from the 1 molar to the 1 molal 
ideal-solution standard state is also usually very small for 
aqueous solutions.  
 We note that the solvation literature sometimes employs a 70 

standard state of 1 mol/L for both the solute and the vapor, and 
this is sometimes denoted by a * rather than a °. The reason that 
this is convenient is that, as emphasized by Ben-Naim,39 when the 
gas-phase concentration is the same as the liquid-phase 
concentration, the gas-phase entropy of translation is numerically 75 

the same as the liquid-phase entropy of liberation; thus the 
transfer of a solute from the gas-phase to the solute phase at fixed 
concentration equals the work of coupling the solute to the 
solvent, which is what is directly calculated by most solvation 
models. 80 

2.2. Definition of the standard reduction potential  

Consider the following reduction half-reaction, 

 O (s) + ne e
– (g) ↔ R (s) (1) 

where O refers to an oxidized reagent, R refers to a reduced 
reagent, ne is the number of electrons exchanged between the 85 

oxidized and reduced species, and "s" and "g" refer to species in 
solution and in the gas phase, respectively [at least one of O and 
R must be charged in the balanced chemical equation, but their 
charge is not indicated explicitly in eqn (1)]. The free energy of 
the reaction, ∆rG, at temperature T can be expressed as 90 

 

O

R

a

a
TRROGROG ln)|()|( grr +∆=∆ o  (2) 

where Rg is the gas constant, ∆rG° is the standard Gibbs free 
energy of the reaction, and the quantity aX is the activity or 
effective concentration of X (where X is O or R) expressed for 
liquid-phase solutes as  95 

 
oc

c
a X

XX γ=  (3) 

where γX is the dimensionless activity coefficient of X, and cX and 
c° are the bulk concentration of X and the standard concentration 
(in the same units), respectively. Hereafter we use the notation 
O|R which is equivalent to O/R and O→R sometimes used in the 100 

literature. A calculation of ∆rG°(O|R) used in eqn (2) involves 
some thermochemical conventions on the treatment of the 
electron which will be discussed below. 
 If the species X is present in the gas phase then the activity aX 
in eqn (2) should be replaced with the fugacity of X defined as  105 
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oP

P
a X

XX φ=  (4) 

where φX is a dimensionless fugacity coefficient of X, and PX and 
P° are the partial pressure of X and the standard pressure (in the 
same units), respectively. In the present article, we use c° = 1 
mol/L for solutes and P° = 1 bar for gases. The standard free 5 

energy of reaction (1) corresponds to the free energy ∆rG 
obtained using aX = γX = 1 for ideal liquid-phase reagents and aX 
= φX = 1 for ideal gas-phase reagents.   
 The absolute reduction potential Eabs corresponding to the half-
reaction (1) is given by the Nernst equation40, 41 as 10 

 

O

R

a

a

Fn

TR
ROE

Fn

ROG
ROE ln)|(

)|(
)|(

e

g

abs
e

r
abs −=

∆
−= o  (5) 

where F is the Faraday constant, and o
absE  is the standard 

reduction potential related to the standard free energy of reaction 
(1) by the following equation  

 )|()|( abser ROFEnROG oo −=∆  (6) 15 

 Note that the quantity o
absE  defined above refers to the 

absolute standard reduction potential of a half-cell in which the 
redox reaction (1) occurs with all species present at their 
standard-state concentrations. However, experimental reduction 
potentials of half-cells are not measured in isolation but rather are 20 

measured relative to the potentials of other (reference) half-cells. 
Examples of common reference electrodes include the standard 
hydrogen electrode42 (SHE), the saturated calomel electrode 
(SCE), and the silver chloride electrode (ACE). The modern 
electrode potential scale is based on the SHE, which is a 25 

hypothetical electrode immersed in a 1 M aqueous solution of H+ 
with unit activity and no ionic interactions.43-46 The SHE 
corresponds to the following half-reaction in aqueous (aq) 
solution:  

 H+(aq) + e−(g) → ½ H2(g) (7) 30 

The reduction potential of the O|R couple can be defined relative 
to the SHE as 

  )SHE()|()|( absabsSHErel,
ooo EROEROE −=  (8) 

where the subscript "rel,SHE" indicates a potential of a given 
redox couple or electrode determined relative to that of the SHE. 35 

The IUPAC recommended value of the absolute standard 
potential of the SHE in aqueous solution, o

absE (SHE), is equal to 
4.44 ± 0.02 V at 298.15 K,44 whereas alternative reference values 
range from 4.05 to 4.42 V (see Section 2.4 for more details). The 
value of o

SHErel,E (SHE) is conventionally set to zero for all 40 

temperatures for comparison of other electrodes to the SHE. The 
conversion constants between different reference electrodes in 
aqueous and organic solvents have been measured,47 and these 
may be used to convert a reduction potential defined relative to 
the SHE into potentials relative to other reference electrodes. For 45 

example, the potential of the SCE relative to the SHE at 298 K in 
aqueous solution is 0.24 V.48 Therefore, to convert values based 
on SHE to SCE, one needs to subtract 0.24 V from the 
calculation. 

 To facilitate comparison with experiment, theoretical 50 

calculations are typically carried out on either a half-cell reaction 
or on a full-cell reaction. Using the first approach, the reduction 
potential of a half-cell, )|(RE rel, ROE o , in which the redox reaction 
(1) occurs is calculated relative to a particular reference electrode 
(RE) as 55 

 )RE()|()|( absabsRErel,
ooo EROEROE −=  (9) 

where )|(abs ROE o  is calculated using the standard Gibbs free 
energy of the corresponding half-reaction using eqn (6), and 

)RE(abs
oE  is the absolute reduction potential of the reference 

electrode (other than the SHE) estimated as 60 

 )RE()SHE()RE( SHErel,absabs
ooo EEE +=  (10) 

where the second term is a conversion constant between the SHE 
and the reference electrode RE that can be found in the 
literature.48 Calculations of Erel,RE(O|R) at arbitrary effective 
concentrations of oxidized and reduced species require in general 65 

a correction for the liquid junction potential.49 When one 
calculates the potential of the full-cell reaction  

 O1 + R2 ↔ O2 + R1  (11) 

that involves the redox couples O1|R1 and O2|R2, the knowledge 
of absolute reduction potentials for these couples or for a 70 

reference electrode is not required. The potential of the cell can 
be expressed through the free energy of the reaction (11) as 

 
Fn

ROGROG

Fn

G
E

e

22r11r

e

r )|()|()cell(
)cell(

ooo
o

∆−∆
−=

∆
−=  (12) 

The reduction potential of the O1|R1 couple relative to an arbitrary 
reference electrode (RE) can be expressed as 75 

 )|()cell()|( 22RErel,11RErel, ROEEROE ooo +=  (13) 

where the second term can be further expressed as 

 )RE()|()|( SHErel,22SHErel,22RErel,
ooo EROEROE −=  (14) 

where the first term on the right-hand side is the reduction 
potential of the O2|R2 couple relative to the SHE, and the second 80 

term is a conversion constant between the SHE and the reference 
electrode RE. 
 The term "standard reduction potential" or simply standard 
potential is customarily reserved for potentials obtained by real 
extrapolation to infinite dilution, followed by ideal extrapolation 85 

to a standard state concentration, taken here as 1 mol/L. 
Furthermore, a standard potential refers to zero ionic strength. As 
a consequence, there are no non-ideal activity effects in a 
standard potential. In practice, infinite-dilution experimental 
potentials are obtained by assuming a functional form that models 90 

the dependence of the potential on ionic strength. A series of 
potential measurements is then carried out at different values of 
ionic strength and extrapolated to zero ionic strength where the 
activity coefficients approach unity.50 In the determination of the 
standard potential of highly charged cations such as Fe3+, 95 

obtaining accurate extrapolations to infinite dilution requires 
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additional corrections for chemical effects such as hydrolysis of a 
first-shell water molecule coordinated to the Fe3+ ion, as well as 
accounting for non-unit activity coefficients of Fe3+, Fe2+, and H+ 
under measurement conditions.51 Most aqueous experimental 
reduction potentials have been extrapolated to infinite dilution 5 

and therefore these may be directly compared with theoretical 
calculations in which activity effects are ignored by assuming 
infinite dilution 
 Many reported experimental potentials, especially in 
nonaqueous solvents, are measured at finite ionic strength or 10 

under the conditions where the actual species present might differ 
in protonation state or complexation state from the species to 
which the ideal standard potentials apply, or there might be ion 
pairing, which is non-ideal. Under these conditions, the activity is 
potentially much less than the bulk concentration, and the 15 

measured potential is referred to as the formal potential, E°',41 
which is related to the potentials E and E° by the following 
equations 

 

O

R

c

c

Fn

TR
RO'EROE ln)|()|(

e

g
−= o  (15) 

 

O

R

Fn

TR
ROEROE

γ
γ

ln)|()|(
e

g
−=′ oo  (16) 20 

where the potentials may be either absolute or relative [compare 
eqn (15) to eqn (5)]. The formal potential is also called 
"conditional" to denote that it refers to specified conditions as 
opposed to standard conditions.52 A formal potential can be 
defined as the potential observed experimentally in a solution 25 

containing equal numbers of moles of the oxidized and reduced 
substances together with other substances at specified 
concentrations. Accordingly, the formal potential incorporates 
activity effects associated with ionic strength, as well as chemical 
effects such as protonation, complexation, or other side reactions. 30 

The potential of the normal hydrogen electrode (NHE) (either 
absolute or relative) is based on a 1 mol/L concentration of the 
proton in a real (non-ideal) solution and is therefore a formal 
potential, as compared to the SHE defined using a 1 M ideal 
solution standard state for H+. The NHE is the only working 35 

hydrogen electrode between these two as the SHE cannot be 
made in the laboratory because finite concentration and ideal 
behavior are mutually exclusive.45 The difference between 
E°'(NHE) and E°(SHE) at 298 K is equal to −0.006 V, as 
estimated by using γO = 0.8 (O = H+) for a 1 M solution of H+ in 40 

water.45  
 When chemical effects are involved, additional corrections are 
required to convert the measured potential to the corresponding 
formal potential. For example, protonation is one of the most 
common chemical effects associated with redox reactions, 45 

particularly in aqueous solutions.53 Proton transfer reactions often 
occur at a fast rate, and the measured potential is directly 
influenced by the prototropic equilibria.54 For instance, it was 
necessary to consider two prototropic equilibria to obtain good 
agreement of theory and experiment for the reduction of nitroxide 50 

radicals in water.55  

2.3. Thermochemical conventions for the electron and proton 

The Gibbs free energy of the half-reaction (1) can be expressed in 
terms of the free energies of individual species, G°(X), where X 
refers to the oxidized or the reduced reagent, and to the electron. 55 

The value of G°(e–) depends on the statistical mechanical 
treatment of the electron. In eqn (1) and in eqn (7), the electron is 
treated as a gas-phase particle, but this is entirely a matter of 
formalism.44, 56 In fact, the solvated electron is an extremely 
reactive species with a short lifetime.57, 58 As such, a reduction 60 

half-reaction is in fact an irreversible process since it is very 
unlikely that the electron would exist in equilibrium with the 
reduction couple in the solution phase. The key reason that this is 
not an insuperable problem is that experimental reduction 
potentials are relative values (measured with respect to a 65 

reference electrode), and thus the contribution from the electron 
cancels out when the full reaction is considered. Thus, when the 
aim is to compare computed with experimental reduction 
potentials, it should not matter which reference state of the 
electron is used, or which statistical mechanical formalism is 70 

used, as long as the choice is made consistently for both the 
reduction couple and the reference electrode.  
 Related to this point, there has been significant experimental 
and theoretical research targeted at obtaining the absolute 
reduction potential of the standard hydrogen electrode, with the 75 

aim of establishing an absolute electrochemical scale.44, 58-62 In 
this context, the choice of value for the Gibbs free energy of the 
electron, as well as any assumptions regarding the state of the 
electron, would directly impact on the calculated absolute 
reduction potential. In the following section, we shall see that the 80 

choice of statistical mechanical formalism used to calculate the 
Gibbs free energy of the gaseous electron is small in comparison 
with the uncertainty associated with recent experimental and 
theoretical determinations of absolute reduction potential values 
for the SHE. 85 

 Before we proceed to discuss the statistical mechanical 
treatment used in the thermodynamics of free electrons, it is 
worth noting that there has been some confusion relating to the 
thermochemical conventions of the electron, namely the electron 
convention and the ion convention. The origin of these two 90 

thermochemical conventions relates to how gas-phase ion 
chemists define the enthalpy of formation of ions. Under the 
electron convention (EC), which may also be called the stationary 
electron convention, the electron is defined as an element and 
therefore its formation enthalpy and Gibbs free energy are zero at 95 

all temperatures. On the other hand, the ion convention (IC) 
defines the formation enthalpy of the electron to be equal to its 
integrated heat capacity ( oo

0HHT − ) with the consequence that the 
resulting formation enthalpies of ions differ by oo

0HHT −  under 
the two conventions.63 Nevertheless, the enthalpy of the reaction 100 

(1) is the same under both conventions. In his seminal work,64 
Bartmess inconsistently used the stationary electron convention 
instead of the ion convention where the formation enthalpy, 
integrated heat capacity and entropy (and hence Gibbs free 
energy) of the electron were assigned a zero value at all 105 

temperatures.65 As a consequence, the resulting entropy (S°) and 
integrated heat capacity of the electron ( oo

0HHT − ) differ 
significantly from those under the electron convention (see Table 
1). This also resulted in disagreement between the enthalpy and 
entropy of ionization of the hydrogen atom under the two 110 
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conventions (these should be independent of convention). 
Fortunately, the error in the Gibbs free energy of the electron due 
to this inconsistency is relatively small (< 0.1 kJ/mol). 

Table 1 Thermodynamic functions of the electron and the proton under 
various thermochemical conventions a 5 

quantity EC-B IC-Bb IC-B EC-FD IC-FD 

electron 
∆fH° 0 0 6.20 0 3.15 
∆fG° 0 0 0 0 0 
S° 20.98 0 20.98 22.73 22.73 

oo
0HHT −  6.20 0 6.20 3.15 3.15 

G° −0.05 0 −0.05 −3.62 −3.62 
proton 

∆fH° 1536.20 1530.00 1530.0 1533.10 1529.95 
∆fG° 1516.96 1517.01 1516.96 1513.32 1513.32 
S° 108.95 108.95 108.95 108.95 108.95 

oo
0HHT −  6.20 6.20 6.20 6.14 6.14 

G° −26.27 −26.27 −26.27 −26.33 −26.33 
ionization process, H → H+ + e− 

∆Hion° 1318.25 1312.05 1318.25 1315.14 1315.14 
∆Sion° 15.22 −5.76 15.22 16.97 16.97 
∆Gion° 1313.71 1313.77 1313.71 1310.08 1310.08 

a All quantities are given at T = 298 K using reference data.64 Enthalpies 
and free energies are in kJ/mol, entropies are in J/(mol K). EC refers to 
the electron convention, IC refers to the ion convention, B refers to the 
use of Boltzmann statistics, and FD refers to the use of Fermi–Dirac 
statistics. 10 

b IC-B values obtained64 with an additional assumption that the 
thermodynamic functions of the electron listed in this table are equal to 
zero at all temperatures  

 Under the EC-B and IC-B conventions, the thermodynamics of 
the electron and the proton were calculated by assuming ideal gas 15 

behavior and following Boltzmann statistics; however, as 
Bartmess also pointed out, electrons and protons are fermions and 
therefore Fermi−Dirac statistical mechanics is the more 
physically appropriate treatment to use.64 The data calculated 
using Fermi−Dirac statistics are shown in Table 1 and a notable 20 

difference is observed (~4 kJ/mol) for the Gibbs free energy of 
the electron and the formation free energy of the proton as 
compared to the values calculated without this quantum 
mechanical consideration. The Fermi−Dirac values are the most 
rigorous and are recommended when accurate treatment of the 25 

electron is sought. However, as noted above, in calculating a 
relative reduction potential it is only pertinent that one uses a 
convention for the Gibbs free energy of the electron that is the 
same as that used for the absolute potential of the reference 
electrode. 30 

2.4.  The absolute reduction potential of the SHE 

The absolute reduction potential Eabs(O|R) computed using eqns 
(5) and (6) cannot be directly compared to experimental data 
because the corresponding experimental potential, Erel,RE(O|R), is 
not absolute but measured relative to the potential of some 35 

reference electrode (RE) (for example, SCE). The experimental 
value Erel,RE(O|R) at arbitrary activities of O and R can then be 
converted to the potential Erel,SHE(O|R) defined relative to the 
SHE by equation 

 )RE()|()|( SHErel,RErel,SHErel,
oEROEROE +=  (17) 40 

provided the conversion constant o
SHE rel,E (RE) is known from the 

reference literature. The theoretical value of Erel,SHE(O|R) can be 
computed from Eabs(O|R) by subtracting a reference value for the 
absolute standard reduction potential of the SHE, o

absE (SHE). 
Therefore, the accuracy of o

absE (SHE) conditions the accuracy of 45 

Erel,SHE(O|R). 

 
Scheme 1 Thermodynamic cycle for the absolute potential of the SHE 

 There have been a number of theoretical and experimental 
determinations of o

absE (SHE) (unless noted otherwise, the rest of 50 

this section refers to the SHE in aqueous solution). However, the 
scatter in the data is rather large, ranging from 4.05 to 4.44 V. 
Selected recommended values are compiled in Table 2. This 
raises the question of which value of o

absE (SHE) should be used in 
conjunction with theoretical calculations for predicting reduction 55 

potentials. The value of o
absE (SHE) under standard conditions can 

be derived based on a thermodynamic cycle shown in Scheme 1 
by the following equation: 

  

FGG

FGGGE

/)]H()H([

/])H([)SHE(

fS

ationSabs

++

+

∆+∆=

∆+∆+∆=

oo

oooo  (18) 

where )H(S
+∆ oG  is the solvation free energy of the proton in 60 

water, o
ionG∆  is the gas-phase ionization free energy of H, o

atG∆  is 
the gas-phase atomization free energy of H2, and ∆fG°(H

+) is the 
gas-phase free energy of formation of H+, with all quantities 
given at 298 K.   
 The discrepancies between the reference values of o

absE (SHE) 65 

stem from the different values employed for )H(S
+∆ oG  and (to a 

lesser extent) from the different values of ∆fG°(H
+). The latter 

values depend on the statistical mechanical formalism for the 
treatment of the proton and the electron (i.e., either Boltzmann or 
Fermi–Dirac statistics).  70 

 The reference values of )H(S
+∆ oG  (Table 2) depend on the 

definition of a solvation free energy of a charged species. There is 
a distinction between the real solvation free energy,66 o

SG∆ (real), 
and the absolute or intrinsic solvation free energy, o

SG∆ (intr.).67 
The former corresponds to the Gibbs free energy change 75 

associated with moving a single ion from the gas phase into a 
solution, which includes a contribution from the difference 
between the inner electric potential of the medium and the inner 
electric potential of the vacuum [see, for example, eqn (16) in 
Fawcett's article60]. This potential difference is due to a difference 80 

in solvent structure effects inside the medium and at its surface, 
and it is called the surface potential.67 The intrinsic solvation free 
energy o

SG∆ (intr.) is a purely chemical free energy change from 
which this electrical contribution is removed (or is not present to 
begin with), and therefore it differs from the real solvation free 85 
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energy by the product of the charge of the ion and the inner 
potential of the medium according to the following equation for 
an ion M z±: 

 χzFMGMG
zz ±∆=∆ ±± )intr.,()real,( SS

oo  (19) 

where χ is the surface potential, and o
SG∆ (intr.) is the intrinsic 5 

standard-state free energy of solvation defined as a free energy of 
transfer from an ideal gas at a partial pressure of 1 bar to a 1 M 
ideal solution.  
 The surface potential contribution for a singly charged ion has 
recently been estimated to be ~0.145 V (14 kJ/mol) for water,60 10 

but values ranging from −1.1 to +0.5 V have also been 
reported.67-72 Trasatti's value of o

absE (SHE) (Table 2) is based on 
the real solvation free energy of the proton being equal to 
−(1088±2) kJ/mol.44 Fawcett's value of o

absE (SHE) corresponds to 
a slightly different value of o

SG∆ (real) (−1091 kJ/mol).60  15 

 Tissandier et al.73 and Kelly et al.59, 74 have employed the 
cluster pair approximation to obtain an estimate of the solvation 
free energy of the proton, −(1105±8) kJ/mol. This value is 
considered to be the intrinsic (rather than real) solvation free 
energy, o

SG∆ (intr.), because the solvated ion clusters used in 20 

these calculations contain only up to six water molecules, which 
is not enough to produce the surface potential. The value59, 74 of 
o
absE (SHE) = 4.28 V (Table 2) obtained using o

SG∆ (intr.) = 
−1105±8 kJ/mol was supported by Camaioni and 
Schwerdtfeger,75 and it was also reproduced in the work of Isse 25 

and Gennaro.76 Donald et al.58, 61, 62, 77 made an estimate of o
absE

(SHE) in the range between 4.05 and 4.21 V derived from 
nanocalorimetric measurements involving nanodroplets of water 
containing transition metal ions. 

Table 2 Reference values of the absolute potential of the SHE in water a 30 

)SHE(abs
oE

 
)H(S

+∆ oG
 

surface 
potential 

)H(f
+∆ oG  reference 

4.44 −1088 Yes 1517 Trasatti44 
4.42 −1091 Yes 1517 Fawcett60 
4.28 −1105b No 1517 Kelly et al.59, 74 
4.28 −1101 No 1513c Isse and Gennaro76 

a The first column shows reference values of the absolute potential of the 
SHE in water (in V), the second column shows reference values of the 
solvation free energy of H+ in water (in kJ/mol), the third column 
indicates whether this solvation energy includes the surface potential (see 
the text for more detail), the fourth column shows reference values for the 35 

free energy of formation of H+ in the gas phase (in kJ/mol). All the 
quantities reported here correspond to standard conditions (298 K, ionic 
and neutral solutes at 1 M, ideal gases at a partial pressure of 1 bar), as 
denoted by a small circle. Unless noted otherwise, the proton and the 
electron are treated using Boltzmann statistics (see Table 1).  40 

b The same as the value obtained by Tissandier et al.73 using cluster 
approximation calculations 

c The proton and the electron are treated using Fermi–Dirac statistics. 

  As noted elsewhere,78 the contribution due to the surface 
potential cancels out in a chemically balanced chemical reaction 45 

that occurs in a single phase because the total charge is conserved 
in that reaction. In the case of a calculation of equilibrium 
reduction potentials involving a single phase, it should not matter 
whether the contribution from surface potential is included in the 
solvation free energy, as long as this is done consistently for all 50 

reacting species and products.78 Furthermore, the concept of 

surface potential applied to the standard hydrogen electrode is 
quite controversial because by its modern definition45 the SHE (in 
contrast to the typical working NHE) is a theoretical 
(hypothetical) electrode in a 1 M ideal solution, with no ionic 55 

interactions, which implies that there is no surface potential.    
 In addition, the choice of the reference value of o

absE (SHE) 
depends on whether a particular computational protocol was 
designed to predict real or absolute solvation free energies. 
Concerning implicit-solvent models, they generally contain 60 

parameters that have been optimized to reproduce reference 
solvation free energies of ionic species derived with use of a 
certain reference value of )H(S

+∆ oG . More specifically, reference 
solvation free energies of ions are indirectly obtained via 
thermochemical cycles involving, for example, the solvation free 65 

energy of the proton, aqueous pKa values, and gas-phase reaction 
energies.59 Therefore, one should choose the reference value of 
o
absE (SHE) corresponding to the same value of )H(S

+∆ oG  used in 
the parametrization of a given solvation model. 
 Table 3 shows the aqueous standard reduction potentials for 70 

several redox couples derived with the use of reference solvation 
energies of ionic species79, 80 that are based on the reference value 
of )H(S

+∆ oG  in water equal to −1105 kJ/mol.73 The gas-phase 
reaction energy and the solvation free energy of neutral species 
were obtained using the G3(MP2,CC)(+) composite method81 and 75 

the SMD implicit-solvent model,82 respectively. When the 
computed standard reduction potentials calculated are expressed 
relative to the SHE using the reference value59 of )SHE(abs

oE  = 
4.28 V, which is consistent with )H(S

+∆ oG  = −1105 kJ/mol (see 
Table 2), the mean unsigned error relative to the experimental 80 

values83-85 of o
SHErel,E (O|R) is 0.08 V. The error increases to 0.20 

V if one uses the reference value60 of o
absE (SHE) = 4.42 V, which 

is not consistent with )H(S
+∆ oG  = −1105 kJ/mol.  

Table 3 Calculated aqueous standard reduction potentials of selected 
redox couples relative to different reference values of the absolute 85 

potential of the SHE (in V) a 

O|R )|(SHE rel, ROEo  

 28.4)SHE(abs =oE  42.4)SHE(abs =oE  experiment 

HOO•|HOO− 0.56 0.42 0.76 
HS•|HS− 1.06 0.92 1.15 

CH3S
•|CH3S

− 0.69 0.55 0.73 
PhS•|PhS− 0.73 0.59 0.69 
PhO•|PhO− 0.69 0.55 0.79 

OH–PhO•|OH–PhO− 0.50 0.36 0.45 
NO2–PhO•|NO2–PhO− 1.15 1.01 1.22 
mean unsigned error 0.08 0.20  

a See the text for details 

 Selected reference values of the absolute reduction potential of 
the SHE in nonaqueous solvents are summarized in Table 4. The 
surface potential contribution for H+ in nonaqueous solvents 90 

varies from −0.1 V in acetonitrile to −0.34 V in acetone.66 In the 
case of nonaqueous solvents, one can consider reference 
electrodes other than the SHE, e.g. the ferricenium/ferrocene 
(Fc+|Fc) redox couple. The absolute potential of the Fc+|Fc half-
reaction has been recently estimated to be 4.99, 4.93, and 5.04 V 95 

in acetonitrile, 1,2-dichlorethane, and DMSO, respectively.86 
 While it is important to make a consistent choice of the 
reference value of o

absE (SHE) for a particular protocol, we also 
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note that the values of o
absE (SHE) used in the literature (Tables 2 

and 4) vary within 0.2 V or ~20 kJ/mol for the same solvent, 
which is comparable with typical errors in the free energies of 
solvation for ions computed using implicit-solvent models.82 

Table 4 Reference values of the absolute potential of the SHE in 5 

nonaqueous solvents a 

solvent )SHE(abs
oE  )H(S

+∆ oG  surface 
potential 

note 

acetone 4.13 −1118 Yes b 

acetonitrile 4.60 −1074 Yes b 

acetonitrile 4.59 −1074 Yes c 

acetonitrile 4.52 −1081 No d 

DMSO 3.83 −1147 Yes c 

DMSO 3.96 −1136 No d 

ethanol 4.21 −1111 Yes b 

ethanol 4.24 −1108 Yes c 

formamide 4.29 −1103 Yes b 

methanol 4.19 −1113 Yes b 

methanol 4.17 −1114 Yes c 

methanol 4.38 −1095 No d 

a DMSO stands for dimethyl sulfoxide. See footnote a in Table 2 and the 
text for further details.  

b See reference66 for details 

c See reference60 for details 10 

d Using the cluster-pair approximation for calculating the absolute 
solvation free energy of the proton and Boltzmann statistics for the proton 
and the electron in the gas phase; see reference74 for further details  (see 
footnote e in Table 8 there) 

3. Protocols based on implicit-solvent models 15 

In this section we review various theoretical protocols that utilize 
dielectric continuum solvation models for predicting reduction 
potentials. We begin with a theoretical overview of these methods 
and continue to an overview of their applications. 

3.1. Theoretical background 20 

As discussed above, a condensed-phase reduction potential can 
be evaluated from the standard-state Gibbs free energy of the 
corresponding reaction or half-reaction. The reaction free energy 
is computed as a difference in the free energies of products and 
reactants, with the free energy of each reagent being computed as 25 

a sum of the gas-phase free energy and the free energy of 
solvation. These free energies have several components: the 
equilibrium values of the Born–Oppenheimer potential energies, 
the entropy due to electronic degeneracy (including spin), zero-
point vibrational energy, and thermal contributions to the free 30 

energy, where the thermal contributions may be further 
partitioned into subcomponents, with different theoretical 
methods possibly being employed for some of the components or 
subcomponents. The Born–Oppenheimer energy is the ground-
state electronic energy including nuclear repulsion. The gas-phase 35 

subcomponents of the thermal contributions are due to electronic 
excitation, multiple conformations (if present), vibrational and 
rotational excitations, and translational motion. Internal rotations 
are included in the vibrational and/or conformational terms. The 
liquid-phase subcomponents are the same except that librations 40 

replace rotations and liberational contributions replace 
translational ones. In the present section, we emphasize a 

calculation of the solvation part by continuum solvation models 
in which the bulk electrostatic effects of the solvent are treated 
using the dielectric continuum approximation.  45 

 In calculating the standard free energy of the reaction from the 
standard free energies of participating species, it is convenient to 
write the standard free energy of an individual compound X in 
solution, G°, using explicit Boltzmann averaging over multiple 
molecular conformations of a given species as follows 50 

 










−= ∑

∈

−

}C{

/)(
g

gln)(
k

TRXGkeTRXG
o

o  (20) 

where G°(X) is averaged over a set C of low-energy conformers k 
in solution, and )(XGk

o  is the free energy of conformer k that is 
usually expressed as  

 )()()(  S, ,g XGXGXG kkk
ooo ∆+=  (21) 55 

where the first term on the right side is the gas-phase free energy 
of structure k and the second term is the solvation free energy of k 
defined as the free energy of transfer of the solute from the ideal-
gas state at a solute partial pressure of 1 bar to a 1 M ideal 
solution. This is often assumed to be independent of k. More 60 

details on a computation of o
SG∆ will be provided below. 

 The gas-phase free energy of structure k can be expressed as 

 )()(ln)()(  ,thermal, ZPE,g,g XGXdTRXEXG kTkkk
oo ++−= ε  (22)  

where the first term on the right side is the equilibrium potential 
energy equal to the electronic energy (which is always taken to 65 

include nuclear repulsion) in the gas phase using either gas-phase 
or liquid-phase solute geometries, d is the degeneracy of the 
ground electronic state, the third term is the zero-point vibrational 
energy (ZPE), and the fourth term is the thermal contribution to 
Gibbs free energy for conformer k (at temperature T). The latter 70 

includes only translation (which is independent of k) and 
electronic excitation and vibrational–rotational contributions of a 
single structure. 
 If the liquid-phase solute geometry is expected to be close to 
the gas-phase one a calculation of eqn (21) can be performed at 75 

the fixed gas-phase geometry and by using only gas-phase 
frequencies. In many cases, the use of solution-phase vibrational 
frequencies is expected to cause only a small change.87  
 Often, the ZPE and thermal contributions are based on the 
ideal-gas, harmonic-oscillator, rigid-rotator approximation. The 80 

resulting ZPE and thermal contributions may thus have errors 
associated with limitations of such an approximation in addition 
to systematic errors due to limitations of employed electronic 
structure methods. The errors due to anharmonicity of high-
frequency vibrational modes can be mitigated by scaling the 85 

frequencies using empirically determined factors.88 This may be 
called a quasiharmonic treatment (defined as using the harmonic 
oscillator formulas but with effective frequencies).  
 The breakdown of the harmonic oscillator model for the free 
energies of low-frequency vibrational modes (e.g., the internal 90 

rotation around a carbon–carbon single bond and the case of 
mixed internal rotations and low-frequency bending modes) is 
harder to correct. Torsions are the most common source of the 
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multiple structures of eqn (20), and when the multiple structures 
can be accounted for by a single torsion or by separable torsions, 
one may treat the problem by using a single structure with the 
harmonic potentials of torsional modes replaced by one-
dimensional hindered rotor potentials.89-92 5 

 Calculating the standard free energy of an arbitrary chemical 
reaction in solution from the ensemble-averaged standard free 
energies of individual compounds using eqns (20) and (21) 
accounts for the entropy associated with including multiple 
alternative structures as well as for the relaxation of the solute 10 

geometry in solution. 

3.2. Thermochemical cycles 

The standard free energy of a reaction in solution can be related 
to the standard free energy of the same reaction in the gas phase 
in terms of a thermochemical (Born–Haber) cycle shown in 15 

Scheme 2. By considering only a single conformation for each 
reagent (the index k is omitted in this case), we have 

 ∑∑ ∆−∆+∆=∆
i

i

i

i AGBGBAGBAG )()()|()|( SSgrsr
oooo  (23) 

where the index i runs over all reactants A and all products B, and 
o
grG∆  is the standard free energy of the gas-phase reaction 20 

expressed through the gas-phase standard free energies of 
individual species as 

 )e()()()|( ggggr
−−−=∆ ∑∑ oooo GAGBGBAG

i

i

i

i
 (24) 

where )(g XGo  (X = Ai or Bi) is given by eqn (22). 

 25 

Scheme 2 Thermochemical cycle relating the standard free energy of the 
redox reaction in solution, o

srG∆ , to the standard free energy of the gas-
phase reaction, o

grG∆ , using the solvation free energies of the reactants 
(A) and the products (B). The symbol "g" denotes gas-phase processes and 
particles, and the symbol "s" denotes those in solution. The upper-case 30 

subscript "S" refers to the free energy of solvation. The electron is treated 
as a gas-phase particle.     

 The resulting standard reduction potential relative to the SHE 
can be expressed as 

 )SHE(
)|(

)|( abs
e

sr
SHErel,

o
o

o E
Fn

BAG
BAE −

∆
−=  (25) 35 

where the last term is the absolute potential of the standard 
hydrogen electrode. One can use a reference value of o

absE (SHE) 
= 4.28 V determined in earlier work59 employing the integrated 
heat capacity and entropy of the electron from Boltzmann 
statistics, which corresponds to )e(g

−oG  = 0.00 eV to be used in 40 

eqn (24). One advantage of using this reference value is that the 
contribution from the surface potential (see Section 2.4) need not 
be evaluated.  

3.3. Electronic structure calculation 

In regard to computing the electronic energy of individual 45 

reactants and products [the first term on the right-hand side of 
eqn (22)], the electronic energy may be calculated at a very high 
level of wave function theory93 (e.g., coupled cluster theory with 
singles and doubles with a perturbative correction for triple 
excitations) employed with nearly complete basis sets in order to 50 

achieve chemical accuracy (which is roughly associated with an 
error of 4 kJ/mol or less) but only in the case of small molecules 
(having ten or fewer non-hydrogen atoms). Such computations 
become prohibitively time-consuming (or computer memory 
consuming) for larger systems. A recent major advance is the 55 

introduction of practical explicitly correlated methods (especially 
the F12 method)94-97 and basis sets98 to mitigate the slow 
convergence of the correlation energy with basis set size. 
Nevertheless, the associated computational cost scales at least as 
the 7th power of the size of the system. One way of cutting the 60 

cost and decreasing this high-power scaling for large systems is 
to use localized orbitals and treat the correlation energy of 
subsystems independently in terms of these localized orbitals;99, 

100 the fragment methods considered at the end of this subsection 
provide an alternative divide-and-conquer approach to treating 65 

large systems. 
 Early attempts to overcome the slow brute force convergence 
of the correlation energy involved extrapolation101 and scaling,102, 

103 and second-generation methods attempts include a number of 
cost-effective composite methods of reasonably high accuracy. 70 

Examples of composite methods include methods such as G3S,104 
G3SX,105 G4,106 and other Gaussian-n (Gn) theories,104, 107, 108 
multicoefficient correlation methods,109-116 CBS-X procedures 
(e.g., X = QB3117), and the correlation-consistent composite 
approach (CCCA).118, 119 For instance, the Gn methods were 75 

originally designed to approximate the QCISD(T) energies 
obtained using large triple-zeta basis sets with the energies from 
more computationally affordable QCISD(T)/6-31G(d) 
calculations in combination with additivity corrections, obtained 
at the MP2 or MP4 levels of theory.  80 

 The mean absolute deviation relative to reference energies is 
3.5 kJ/mol for G4 electron affinity calculations and 3.8 kJ/mol for 
G4 ionization energy calculations.106 The BMC-CC composite 
method120 gives a slightly higher mean absolute deviation in 
electron affinities, 5.4 kJ/mol, but at a cost savings of two or 85 

more orders of magnitude.  
 Kohn–Sham density functional theory121 can provide a cost-
effective alternative for calculating the gas-phase reaction 
energies; however, the performance of DFT depends on the 
choice of exchange–correlation functional.122-128 For example, a 90 

number of exchange–correlation functionals failed to provide an 
accurate description of the energetics of a test set of radical 
reactions when compared with benchmark G3(MP2)-RAD 
values, with all methods tested showing unpredictable deviations 
of up to 40 kJ/mol or more in some cases.124 However, more 95 

recent exchange–correlation functionals such as M05-2X and 
M06-2X are quite accurate for radicals,125, 129, 130 and several 
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newer functionals have broader accuracy than many older 
functionals.125, 131-136  
 For comparison with mean unsigned errors in electron 
affinities given above, we note that density functional theory has 
been shown to yield mean unsigned errors in electron affinities of 5 

5.5 kJ/mol with the M08-HX exchange-correlation functional and 
a minimally augmented multiply polarized valence triple-zeta 
basis set128 and 16.2 kJ/mol with the mPW1PW exchange-
correlation functional and a very small basis set.137 
 For large systems, a multilayer approximation, such as the 10 

ONIOM approximation,16-18, 24 can be employed. The ONIOM 
method partitions a system into layers (like the layers of an 
onion) with the inner layers treated at a higher level than the outer 
layers. Note that ONIOM represents a multi-layer extension of 
older12, 138, 139 two-layer methods. The innermost layer may be 15 

defined to include the reaction center plus its directly bonded 
substituents so that the chemistry of the reaction is modeled 
accurately. In a prior benchmarking calculation of the enthalpies 
of a number of radical reactions by one of us, a two-layer 
ONIOM approach that uses the composite G3(MP2)-RAD 20 

method for the innermost layer and large basis set R(O)MP2 for 
the outer layer was shown to reproduce the corresponding 
standard G3(MP2)-RAD calculations for a test set of 112 
different radical reactions to within a mean absolute deviation of 
1.2 kJ/mol.124 The approach as a whole has been shown to 25 

reproduce experimental thermochemistry and kinetics to within 
chemical accuracy for a broad range of radical reactions including 
one-electron reduction and oxidation potentials.55, 140-143 The 
reader should note that the above-mentioned ONIOM protocol124 
is in fact a QM/QM method where all the layers are treated using 30 

quantum mechanical methods, but with lower-level quantal 
methods for outer layers so that the treatment is applicable to 
moderate-sized systems.  
 For very large systems containing hundreds to thousands of 
non-hydrogen atoms, e.g. enzymes and other bio-35 

macromolecules, the outermost layer of an ONIOM approach is 
typically treated using a molecular mechanics (MM) force field. 
Such a combination is commonly referred to as a combined 
QM/MM method. For example, the effective fragment potential 
(EFP) method is a model potential that is derived from quantum 40 

mechanical calculations and has been designed to model 
intermolecular interactions. The model (known as EFP1)144 was 
originally designed to model aqueous solvation effects on 
chemical and biomolecular reactions and was later generalized to 
study non-bonded intermolecular interactions (yielding a method 45 

called EFP2).145, 146 This approach has been successfully applied 
to predict the reduction potentials and pKa's of substrates in 
complex environments such as an enzyme active site where the 
reaction center is treated by wave function theory, and the 
remainder of the system is represented by an EFP separated from 50 

the wave function part by a buffer region.147, 148 Other QM/MM 
methods have also been developed.11, 13-15, 19-24 
 The development of other fragment-based methods is presently 
a very active area of research. In these approaches, a large 
molecule or molecular system is made more computationally 55 

tractable by explicitly considering only one part (fragment) of the 
whole in any particular calculation. A variety of such methods 
have been developed, including the fragment molecular orbital 

(FMO) method149-152 and the explicit polarization potential (X-
Pol) method,153, 154 as well as various energy-based systematic 60 

fragmentation approaches,145, 155-163 and they are intended for 
extending traditional correlated calculations to study very large 
systems. Various classifications of fragment methods have been 
proposed.158, 160-166 One particularly general classification is based 
on labeling the smallest subsystems used to define fragments as 65 

monomers and recognizing that a given monomer that (i) that the 
various fragment methods the monomers among fragments in 
different ways and (ii) that in some methods that fragments are 
treated as isolated systems whereas in other methods they are 
embedded in an electrostatic potential due to the un-included 70 

monomers. The FMO and X-Pol methods are examples of 
electrostatically embedded methods where each monomer 
appears in at most one fragment or at a single fragment-fragment 
boundary, whereas the electrostatically embedded many-body 
method,155 the generalized energy-based fragmentation 75 

approach,164 the many-overlapping-body expansion,160 and the 
electrostatically embedded molecular tailoring approach163 are 
examples of methods where a given monomer appears in two or 
more fragments. It is envisaged that the development of such 
methods should eventually expand the scope of traditional 80 

correlated methods to very large systems.167 

3.4. Solvation energy calculation 

Here we consider the computation of the standard-state free 
energy of solvation, o

SG∆ , in more detail. The standard-state free 
energy of solvation is usually expressed through the fixed-85 

concentration solvation energy, *SG∆ , as follows 

 )/ln( gg
*
SS

ooo VpTRTRGG +∆=∆  (26) 

where the fixed-concentration free energy of solvation is equal to 
the free energy of transfer of the solute from the ideal-gas state 
with the same concentration as the standard-state solute 90 

concentration. Using V° = 10−3 m3/mol (i.e., 1 L/mol) and p° 
=105 Pa (i.e., 1 bar), the second term of eqn (26) is defined as the 
free energy change of 1 mol of an ideal gas upon compression 
from 1 bar pressure to 1 M concentration. At T = 298 K, this term 
equals ∼8 kJ/mol. In fact, many popular computational programs 95 

such as Gaussian 09168 conventionally produce values of *SG∆ , 
and an appropriate correction should be made when a value of 

o
SG∆  is required instead.  

 As mentioned above, the reason why *SG∆  becomes involved 
is that when the concentration is fixed, the liberational free 100 

energy in solution is the same as the translational free energy in 
the gas-phase, and for a dilute (ideal) solution, the free energy of 
solvation is equal to the work of coupling the solute to the 
solvent. Within the dielectric continuum model, this work may be 
written as 105 

 
NNBEEP

*
S GGGG ∆++∆=∆  (27) 

where the first term on the right-hand side is the bulk electrostatic 
(BE) component, the second term accounts for non-bulk-
electrostatic (NBE) effects (which should be parsed as effects that 
are not bulk electrostatic effects, not as electrostatic effects that 110 

differ from bulk ones; see the next section for more details), and 
the third term refers to the change in *SG∆  due to a change in the 
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solute's geometry upon solvation, provided that the first and the 
second term are calculated at the gas-phase geometry.  
 The GEP energy is usually obtained from a self-consistent 
reaction field (SCRF) quantum-mechanical calculation at a fixed 
geometry, and it can be expressed using the following equations: 5 

 
PEEP GEG +∆=∆  (28) 

 〉ΨΨ〈−〉ΨΨ〈=∆ )g()g()g()g(
E |||| HHE  (29) 

 ∑+〉Ψ−Ψ〈=
k

kk
ee ZG φφ
22P ||  (30) 

where H(g) and Ψ(g) are the solute electronic Hamiltonian and 
electronic wave function, respectively, in the gas phase, Ψ is the 10 

polarized solute electronic wave function in solution, e is the 
elementary charge, k runs over all atoms in the solute molecule, φ 
is the reaction field as a function of position r inside the cavity 
defined by the solute–solvent boundary, φk is the same reaction 
field evaluated at atom k, and Zk is the atomic number of atom k. 15 

In the SCRF calculation, one solves for the orbitals of the 
polarized Ψ in a field that represents both the self-consistent 
relaxation of the other orbitals of the explicit subsystem and also 
the self-consistent relaxation of the solvent to the polarized 
explicit subsystem. This represents a quantum mechanical version 20 

of the classical SCRF model of Onsager.169 
 The EP term is a sum of the change in the solute’s internal 
electronic energy (∆EE) in transferring from the gas phase to the 
liquid phase at the same gas-phase geometry and the polarization 
free energy (GP) of the solute–solvent system when the solute is 25 

inserted. The polarization free energy includes a negative 
(favorable) term due to the favorable mutual polarization of the 
solute and the solvent (solute–solvent induction forces) minus the 
work required to polarize the solvent (the work required to 
polarize the solute is the already mentioned ∆EE). The work to 30 

polarize the solvent is usually estimated by the linear response 
approximation, in which case it is one half of the magnitude of 
solute–solvent interaction energy; this reduces the effect of the 
polarization by a factor of one half, which is already reflected in 
eqn (30).170 35 

 The reaction field φ used in eqn (3) can be obtained by solving 
the nonhomogeneous-dielectric Poisson equation (NPE)171, 172 for 
bulk electrostatics, 

 πρε 4)( −=Φ∇⋅∇  (31) 

where ε is the solvent's relative permittivity, ρ is the charge 40 

density of the solute molecule obtained from the solute's 
electronic wave function in solution (the charges of the medium, 
called bound charges, do not appear explicitly), Φ is the total 
electrostatic potential equal to a sum of the electrostatic potential 
of the solute and the reaction field φ. The relative permittivity ε is 45 

a function of position in general (i.e., the medium is 
nonhomogeneous); in practice, ε is usually set equal to the bulk 
dielectric constant of the solvent outside the solute electrostatic 
cavity, and it is set to unity inside the cavity because the 
polarization is treated explicitly inside the cavity in terms of the 50 

deviation of Ψ from Ψ(g). 
 The reaction field that represents the solvent can also be 

modeled by using alternative approaches,172, 173 for example, the 
generalized Born (GB) approximation174-179 (a generalization to 
charged and neutral molecules of the Born approximation,174 55 

which applies only to atomic ions). The GB approximation 
employs a representation of the solute as a set of partial atomic 
charges modeled as point charges at the nuclear positions. The 
interaction of the partial atomic charges of the solute in the 
solvent and with each other is dielectrically screened by the 60 

polarized solvent and descreened by other parts of the solute.173, 

179, 180  
 The NPE approximation has the disadvantage that it is almost 
always applied with an unrealistic model boundary between 
solute (inside of which the dielectric constant is unity in SCRF 65 

methods, because polarization is included explicitly) and the 
solvent (where the dielectric constant has the bulk liquid value).  
This unrealistic partition is also used in the dielectric screening 
model of the GB approximation, and as a results the bulk 
electrostatic energy of either the NPE or GB method is sensitive 70 

to the atomic radii that are used to define the position of this 
model boundary.181 

 The ∆GN term in eqn (27) is equal to the change in the 
computed solvation free energy due to a change in nuclear 
coordinates when transferring from the gas phase to the liquid 75 

phase (nuclear relaxation). In many cases, the ∆GN term is small, 
and it can be safely neglected by using only gas-phase geometries 
in all calculations. The issue is discussed elsewhere.182  
 Several different methods have been employed to handle the 
electrostatic portions of the SCRF calculations. Examples of 80 

SCRF solvation models that utilize the continuous charge density 
of the solute and solve the NPE for bulk electrostatics in a 
dielectric continuum include the model of Rivail and Rinaldi in 
which the solvent is polarized by solute multipole moments183, 184 
and the polarizable continuum model of Miertus, Scrocco, and 85 

Tomasi (MST)185 based on an apparent surface charge on the 
solute's surface (i.e., on an assumed boundary between the solute 
and the solvent). The latter model is usually abbreviated as 
PCM185 but is now called dielectric PCM (D-PCM) to emphasize 
that the continuum solvent is treated as a polarizable dielectric. 90 

Similar models include the conductor-like version of PCM (C-
PCM)186, 187 and the integral-equation-formalism version of PCM 
(IEF-PCM).188 Methods with similar physical content in the 
electrostatics include the Jaguar solvation model,189-191 the 
conductor-like screening model (COSMO)192 (which is similar to 95 

C-PCM), and COSMO for real solvents (COSMO-RS).193 Other 
models that can be considered as an extension of the PCM for the 
electrostatic part include the electrostatic parts of the MST 
model194, 195 of Luque et al. and of the solvation model based on 
density (SMD).82 Examples of solvation models that utilize the 100 

GB approximation for bulk electrostatics include SM8,196 
SM8AD,197 SM12,198 and others.199-201 Solvation models that 
utilize other approaches for bulk electrostatics are reviewed 
elsewhere.172 

3.5. Non-bulk-electrostatic effects in implicit-solvent models 105 

Dielectric continuum solvation models used in the literature172, 173, 

202-204 differ from each other not only in the way that they treat 
bulk electrostatics but also in the way that they treat non-bulk-
electrostatic effects. It is usually assumed that beyond the first 
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solvation shell, the solvent contributions are modeled by the bulk 
dielectric model, so the non-bulk-electrostatic effects are 
sometimes called first-solvation-shell effects. 
 In the models developed at the University of Minnesota such 
as SMD82 and other SMx models where x = 1–12,79, 173, 180, 198 the 5 

GNBE term in eqn (27) is treated as a sum over empirical atomic 
surface tension terms180 called CDS terms that nominally account 
for cavity formation (C), dispersion (D), and solvent-structure (S) 
effects. Using this approach, the GNBE term is expressed in 
general as 10 

 ∑=
k

kkAG σNBE
 (32) 

where k runs over all atoms, Ak is the solvent accessible surface 
area of atom k, and σk is a function that depends on the atomic 
number of atom k and the solute's geometry and that includes 
model parameters optimized with the use of experimental data. In 15 

practice, "solvent structure" includes many effects, including 
those associated with hydrogen bonding, the hydrophobic effect, 
exchange repulsion of solute and solvent, and the deviation of the 
microscopic dielectric constant of the first solvation shell from 
the bulk dielectric constant. Careful parametrization of GNBE is 20 

essential for a quantitatively accurate theory for neutral 
solutes.203, 204  
 The model boundary between the solute and the solvent in 
implicit-solvent models is typically offset from the van der Waals 
surface of the solute (i.e., of the explicit subsystem) by an 25 

effective solvent radius, so one has to choose solute atomic radii 
(called Coulomb radii in this context) that determine the van der 
Waals surface and an effective solvent radius. The results are 
very sensitive to the position of this surface, and this sensitivity 
shows up as the sensitivity mentioned above to the model 30 

radii.175, 205 But the solute–solvent boundary is intrinsically 
ambiguous because in the real system, the dielectric constant does 
not change suddenly at a well-defined boundary, and in the first 
solvation shell the dielectric constant is not equal to the bulk 
value.206-210 Treatments of the non-bulk-electrostatic effects that 35 

do not take account of the ambiguity of the bulk electrostatics due 
to the ambiguity in the placement of this boundary, such as the 
cavity–dispersion-repulsion contributions in PCM models172 do 
not yield quantitatively accurate solvation energies. A key 
advantage of the SMD and SMx approaches is that the NBE 40 

termed are parametrized to be consistent with a given choice of 
solute radii. If the solute radii are changed and the 
parametrization repeated, one obtains similar results; thus the 
sensitivity to the choice of radii is diminished, at least for neutral 
solutes.203-205 The SMx approach of parameterizing the first-45 

solvation-shell effects to be consistent with a given electrostatic 
model has also been adopted in the MST model of Luque et al.194, 

195 and Jaguar190, 191 solvation models. 

3.6. Accuracy of implicit-solvent models 

This section reviews applications of computational protocols that 50 

involve a computation of the free energy of a target reaction or 
half-reaction in solution using high-level quantum mechanical 
calculations in combination with the dielectric continuum 
approximation for treatment of solvation effects. Such 
computational protocols typically include the use of 55 

thermochemical cycles that relate the standard free energy of the 
redox reaction in solution to its gas-phase counterpart through the 
solvation free energies of the reactants and the products (see 
Scheme 2). Such an approach, which is also commonly used to 
predict pKa values,126, 211 has been shown in several instances to 60 

predict reduction potentials accurate to within 50 mV (equivalent 
to predicting free energies of reaction to 5 kJ/mol) of experiment 
for various classes of compounds.55, 86, 140, 212-223  
 In one study, Baik and Friesner224 computed the standard 
redox potentials of selected organic molecules, metallocenes, and 65 

inorganic transition metal ions supported by bipyridine ligands in 
water, acetonitrile, dimethylformamide, and dichloromethane 
using the B3LYP225, 226 exchange-correlation functional along 
with augmented triple-zeta quality basis sets and in combination 
with a self-consistent reaction field continuum solvation model 70 

for solving the NPE for bulk electrostatics, and they obtained a 
mean unsigned error (MUE) of 150 mV in the computed standard 
redox potentials (relative to available experimental data) for 
species in both water and organic solvents. Similarly, Fu et al.212 

combined the B3LYP exchange–correlation functional with the 75 

dielectric version of the polarizable continuum model of Tomasi 
et al. (D-PCM)172, 185 to estimate reduction potentials for 270 
organic molecules in acetonitrile with a MUE of 170 mV. 
Sviatenko et al.227 have recently studied the standard reduction 
potentials for a number of functionalized organic compounds 80 

including quinones and nitro and azacyclic compounds by testing 
several exchange–correlation functions, basis sets, and continuum 
solvation models. In particular, they have found that a 
combination of the M05-2X129 exchange–correlation functional 
used with triple-zeta quality basis sets and the SMD continuum 85 

solvation model82 results in the MUE of 120 mV.  
 We have combined the data from several different studies140, 

212, 213, 215, 217, 219-221 to compare calculated versus experimental 
reduction potentials for a variety of systems, including O-, S- and 
C-centered radicals, and transition metal complexes, in both 90 

aqueous and nonaqueous solvents. Figure 1 shows the reduction 
potentials for a sample of 84 compounds, and for this sample of 
compounds the mean unsigned error in the computed data relative 
to experiment is about 65 mV (or 6 kJ/mol), which is considered 
to be small despite the diverse range of compounds in the test set. 95 

Excellent results on the prediction of reduction potentials (to 
within 50 mV) that may be sometimes found in the literature are 
usually specific to a particular class of compounds. However, 
more realistic errors (especially, when larger and more diverse 
test sets are considered) can be much larger. Recall that there are 100 

actually a considerable number of parameters [e.g., a level of 
theory, solvent model, choice of the reference values for 

)H(S
+∆ oG  and o

absE (SHE)] that can significantly impact the 
accuracy of the prediction. Results obtained using implicit-
solvent models such as PCM can also differ due to different 105 

scaling factors for atomic Coulomb radii used by default in 
popular computational programs or chosen by the user.222 In the 
numerous studies that report highly accurate results, different 
combinations of the aforementioned parameters and settings are 
often used and are usually restricted to specific classes of 110 

compounds and therefore the performance of these methods with 
respect to general prediction of reduction potentials still requires 
further investigation.  
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 Electrochemical half-reactions necessarily involve the 
consumption or generation of charged species, the solvation free 
energies for which, experimental or calculated, have relatively 
large uncertainties. For example, there is some ambiguity 
concerning whether the experimental solvation free energies of 5 

ionic species, used to parameterize continuum solvent models, 
include the contribution associated with the surface potential of 
the solvent,67 the contribution of which has been estimated in 
various ways, for example recent studies gave about 13–14 
kJ/mol for water as solvent.60, 67 In comparison with experiment, 10 

there are additional considerations concerning the conversion 
constants between different reference electrodes in different 
solvents and whether the effect of liquid junction potentials is 
likely to be significant, in addition to choosing the reference 
solvation free energy of the proton and the corresponding 15 

absolute potential of the reference electrode. For these reasons, 
calculating a reduction potential with 50 mV accuracy may be 
regarded as a very challenging task. 

 
Figure 1 Theoretical reduction potential versus experimental one for 84 20 

chemical compounds of various classes140, 212, 213, 215, 217, 219-221 

 To this end, we have carried out a systematic assessment study 
with the view to identifying optimal combinations of level of 
theory, solvation model, and thermodynamic cycle, which are 
suitable for accurate and general prediction of reduction 25 

potentials in the gas and aqueous phase. The calculations were 
carried out using ADF,228 Gaussian 09,168 and Molpro.229, 230 
Further details including experimental reference data53, 84, 85, 231-247 
used in the assessment study are given in the Electronic 
Supplementary Information (ESI).  30 

 Figure 2 compares the performance of various DFT methods 
(B3LYP, BMK, B97-1, M05-2X and M06-2X) and high-level 
composite procedures such as G3(MP2,CC)(+), G3MP2B3 and 
ROCBS-QB3 for the calculation of 72 adiabatic ionization 
potentials and 21 electron affinities respectively encompassing a 35 

broad range of organic compounds. As shown, the three 
composite procedures perform consistently well for both target 
calculations with mean unsigned errors (MUEs) of about 60 mV 
(or 6 kJ/mol) whereas DFT methods generally incur much higher 
errors (> 20 kJ/mol) with the exception of M05-2X and M06-2X 40 

where the MUEs are about 12 and 10 kJ/mol, respectively. It is 
also interesting to note that some DFT methods such as B97-1 
perform reasonably well for the calculation of electron affinities 
(MUE = 15 kJ/mol) but the corresponding error for ionization 
potentials is two-fold larger (30 kJ/mol). In this regard, the 45 

M06-2X method performs much more consistently, having errors 
for both ionization potentials and electron affinities of 10 and 13 
kJ/mol, respectively. Additionally, it is also worth noting that the 
largest unsigned errors (UEmax) for the composite procedures are 
generally smaller than those observed for the DFT methods 50 

examined in this study by a factor of two or more.  

 
Figure 2 Performance of various composite procedures and DFT methods 
in calculating the gas-phase ionization potentials (Top) and electron 
affinities (Bottom). Mean unsigned errors (MUE) and maximum unsigned 55 

error (UEmax) are in kJ/mol. 

 Based on the above results, we have selected the 
G3(MP2,CC)(+) method for gas-phase calculations in 
conjunction with the C-PCM (UAHF/UAKS), SMD, and 
COSMO-RS continuum models for calculating aqueous standard 60 

reduction potentials for a collection of 53 organic molecules 
incorporating a variety of functionalities (nitroxides, phenols, 
hydroquinones, aliphatic amines, anilines, indoles and 
organosulphur compounds). As noted in Section 2.4, reduction 
potentials should be calculated using a reference value of o

absE  for 65 

thr SHE that is based on the same value of )H(S
+∆ oG . As such, all 

calculated reduction potentials are with respect to o
absE (SHE) = 

4.28 V, except for the CPCM-UAHF calculations where the value 
of o

absE (SHE) = 4.47 V is employed.78 The results are 
summarized in Figure 3.  70 

 
Figure 3 Performance of various continuum solvent models in 
conjunction with the G3(MP2,CC)(+) method in calculating the aqueous 
reduction potentials of a range of compounds that have been broadly 
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categorized as nitroxides, alcohols and amines (n = number of compounds 
in a dataset). C-RS means COSMO-RS. 

 One can see from Figure 3 that the performance of implicit-
solvent models can vary considerably depending on the type of 
compound under study. For instance, all continuum solvation 5 

models perform very well for nitroxides and amines where the 
MUE ranges from 50 to 200 mV. On the other hand, the 
corresponding errors for alcohols range from 200 to 350 mV. 
Overall, the MUEs are 190, 230, 210 and 190 mV for the CPCM-
UAHF, CPCM-UAKS, SMD and COSMO-RS models, 10 

respectively. The smaller errors observed in selected classes of 
compounds might be attributed to systematic cancellation of 
errors, and/or similarity to the types of compounds used to 
parameterize the implicit-solvent models. At the same time, it is 
worth noting that the oxoammonium reductions (i.e., nitroxide 15 

radical oxidations) are simple one-electron processes for which 
theory and experiment can be compared directly, whereas the 
one-electron reduction of the amines and phenols also involve 
changes in the protonation state. The experimental one-electron 
reduction potentials are thus not direct measurements but are 20 

derived from experimental data for proton-coupled electron 
transfer processes using additional data (such as pKa values 
and/or bond dissociation free energies). Hence in such cases, the 
greater deviations of theory and experiment may also actually 
reflect greater uncertainty in the experimental results.  25 

 A related study was reported earlier by Guerard and Arey.248 
They studied aqueous single electron oxidation potentials of a 
smaller test set of 22 neutral organic compounds for which 
accurate experimental oxidation potential and gas-phase 
ionization energy data were available. They found mean unsigned 30 

errors of 270 to 500 mV, depending on the model, with the best 
results obtained with the SMD solvation model. The larger 
average errors observed in the latter study is presumably because 
some of the implicit-solvent models were applied using atomic 
radii, scaling factors and/or levels of theory that were not 35 

optimized for some of the implicit-solvent models. Nonetheless, 
these studies indicate (assuming one uses a chemically accurate 
level of theory) that a realistic error estimate for the general 
prediction of aqueous absolute reduction potentials would be in 
the range of 200 to 250 mV. Note also that the errors in non-40 

aqueous solvents are likely to improve since the solvation 
contribution to the solution-phase reduction free energies may be 
smaller.  
 We have found that alternative approaches such as the 
calculation of relative reduction potentials are generally more 45 

accurate by virtue of systematic error cancellation. By selecting 
an appropriate reference, one can further construct an isodesmic 
reaction to afford further error cancellation in the gas-phase 
electronic structure calculations.78 Konezny et al.249 (see also 
reference250) have also recently discussed ways to reduce 50 

systematic uncertainties in DFT predictions of reduction 
potentials using the Born–Haber thermochemical cycle (see 
Scheme 2 in the present article), and they have concluded that 
one can calculate reduction potentials that are as accurate as those 
from cyclic voltammetry even with a "modest" level of DFT, in 55 

particular B3LYP/6-311G(d) combined with the Poisson–
Boltzmann solver of Jaguar.189-191 To do so, one needs to 
calculate the reduction potential relative to an internal reference 

redox couple such as the ferricenium/ferrocene redox couple 
calculated at the same level of theory rather than relative to the 60 

SHE.249 The authors249 also note that experimental reduction 
potentials are typically measured against some reference redox 
couple and then converted to an equivalent value versus a 
standard electrode, but this conversion may be fraught with 
difficulties associated with the standard reference electrodes such 65 

as the presence of liquid junction potentials and the issues of 
reproducibility due to electrode surface chemistry. 

4. Protocols based on explicit-solvent models 

In this section we review theoretical protocols that treat solvent 
molecules explicitly. These methods expand the scope of 70 

computational studies to permit examination of solvent structure 
and reorganization. 

4.1. Theoretical background 

 Usually, the nuclear motion is treated classically,251 although 
procedures for quantizing vibrational energies in some kinds of 75 

simulations are available.252-254 The potential energy function that 
governs nuclear motion (in molecular dynamics simulations) or 
that generates the ensemble average (in Monte Carlo simulations) 
may come from quantum mechanical (QM) electronic structure 
calculations (e.g., through the Car-Parrinello method5, 255 or the 80 

X-Pol method154 to propagate the dynamics), from molecular 
mechanics (MM),256 or from combined QM/MM methods.13, 21, 22, 

257, 258 The MM and QM/MM approaches can be useful for the 
study of reduction potentials in large or complex systems that are 
impractical for full electronic structure calculations, e.g. because 85 

they may require extensive statistical mechanical sampling of 
configurations in order to obtain a meaningful ensemble average.  
 Liquid-phase free energies may be computed from simulations 
by statistical perturbation theory or thermodynamic integration 
based on an ensemble of configurations generated from the MD 90 

trajectory or by using MC procedures.259-263 When explicit-
solvent simulations are employed, careful attention must be paid 
to energetic effects associated with various technical aspects of 
the calculations, such as the size of the unit cell if periodic 
boundary conditions are employed or the size of the treated 95 

system if stochastic boundary conditions are employed, and the 
possible use of Ewald summation to compute electrostatic 
interactions. For example, Hummer et al.264 and Ayala and 
Sprik265 concluded that computed solvation free energies require 
a finite-size correction that scales as the inverse third power of 100 

the effective length of the simulation cell.  
 Selected computational techniques that utilize explicit-solvent 
modeling and relevant concepts will be discussed next. For 
further discussion of the use of explicit-solvent simulations to 
compute reduction potentials, we refer readers to the relevant 105 

primary literature.261, 266-274 The free energy problem in regard to 
MC and MD simulations is reviewed elsewhere.275  
 Standard liquid-phase computer simulations usually utilize 
either a canonical ensemble, also called an NVT ensemble,276, 277 
when the number of particles (N), volume (V) and temperature 110 

(T) are conserved, or an isothermal–isobaric ensemble, also called 
an NPT ensemble, in which the pressure (P) rather than the 
volume is fixed.278-280 In the text below we will consider 
canonical NVT ensembles, and we will also discuss grand 
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canonical ensembles when N is a variable.276, 281-284  In addition, 
when we talk about free energies, we do not distinguish here 
between Gibbs free energy (G) and Helmholtz free energy (A) for 
simplicity. In fact, the difference between ∆G and ∆A for 
reactions in solution under ambient conditions is expected to be 5 

negligible because the volume change is small for such reactions.  
 In the context of explicit-solvent simulations, the free energy 
GX for the solute in the oxidation state X (X = O or R) depends on 
the solute's activity (aX), while the quantity aX depends on the 
number of solvent molecules included in a simulation box. For 10 

example, in the case of 1 M aqueous solution we would need 
approximately 56 water molecules per solute molecule (because 
the density of water is ~1 kg/L at 298 K and 1 bar, and the 
molecular weight is 0.018 kg/mol). However, the number of 
solvent molecules that determines the size of a simulation box in 15 

actual simulations is not tied to the standard-state concentration 
(1 M) because the standard state is an ideal 1 M solution and so it 
must be modeled at a low enough concentration that solute–solute 
interactions are negligible. Lowering the concentration increases 
the number of solvent molecules per solute molecule over the 20 

number calculated above. 

4.2. Potential of mean force 

In this section we will show a connection between explicit-
solvent and implicit-solvent models through the concept of 
potential of mean force.  25 

 The free energy of an individual solute species X in the system 
of solute plus solvent can be expressed as87, 285 

 CeXG
W +





−= ∫ −− )(1 dln)(

RR ββ  (33) 

where W(R) is 

 CeW
H ′+





−= ∫ −− ),,(1 dddln)(

prPprPR
ββ  (34) 30 

In eqns (33) and (34), β is equal to 1/kBT (kB is Boltzmann's 
constant), C and C′ are geometry-independent constants defined 
by the choice of zero energy and standard state, H is the classical 
Hamiltonian, the vector R denote n internal coordinates of the 
solute molecule X containing N atoms (where n = 3N − 6), the 35 

vector P denotes the conjugate momenta of R, and r and p denote 
the remaining coordinates and conjugate momenta of the entire 
solute–solvent system.87 The quantity W(R) is the potential of 
mean force,276, 286-289 i.e. the average force (averaged over r, p, 
and P) acting on the solute molecule X at the fixed configuration 40 

},...,{ 1 nRR=R  in the thermally equilibrated ensemble. The 
function W(R) can be considered as the solution-phase analogue 
of a gas-phase potential energy surface (PES) and it is sometimes 
called the free energy surface (FES).87, 290, 291 
 The potential of mean force is an effective free energy 45 

potential that depends on state variables such as concentrations, 
temperature, and pressure.277 In the case when solvent effects are 
modeled implicitly using dielectric continuum models (see 
Section 3), and the solution is infinitely dilute, the potential of 
mean force W(R) can be simply approximated by the 3N − 6 50 

surface (with a convenient choice for the zero of energy) as290, 292 

 )()()( *
S RRR GVW ∆+=  (35) 

where the first term on the right-hand side is the gas-phase PES 
of the solute molecule X, and the second term is the 1 M fixed-
concentration free energy of solvation into an ideal solution (see 55 

Section 3). The equation is based on the assumption that the 
solute geometry as well as the rotational–vibrational free energy 
component are the same in both phases (appropriate corrections87 
can be introduced if desired).  
 When solvent effects are modeled explicitly by Monte Carlo or 60 

molecular dynamics simulation, the potential of mean force W(R) 
can be evaluated, for example, with the use of umbrella sampling 
techniques;293, 294 see the literature295 for recent applications. In 
general, the potential of mean force can be obtained from 
simulations in two ways.275 First, the coordinate R can be 65 

considered as an additional variable in the simulation, thereby 
producing a direct estimate of W(R). Second, one can perform 
separate simulations at different fixed values of R, compute the 
forces due to the surroundings, and then integrate the force 
functions numerically.275 70 

 In many cases, solving the free energy problem through MC or 
MD simulations requires determining a free energy difference 
between two well-defined states rather than absolute free energies 
for individual states, and the calculation of relative free energy 
can be performed using the thermodynamic integration approach 75 

or the perturbation free energy method,275, 296 which two 
approaches will be outlined next, or other techniques described in 
detail elsewhere.275, 297   

4.3. Thermodynamic integration 

The reduction potential of the half-reaction (1) in solution can be 80 

computed from the free energy of the reaction expressed as 

 
OR GGG −=∆r

 (36) 

where GR and GO are free energies of the reduced (R) and the 
oxidized (O) species in solution, respectively. The electron is 
treated as a gas-phase particle, and the free energy of the free 85 

electron is assumed to be zero (Table 1). The free energy change 
∆rG depends in general on the activities aO and aR. If the free 
energies GO and GR are derived from two independent MC or MD 
computations with the same size of a simulation box in each (by 
keeping the number of solvent molecules and the solvent's 90 

density unchanged), then we can assume that aO = aR (provided 
that the corresponding activity coefficients are also the same). In 
this case, we have ∆rG equal to ∆rG° where ∆rG° is the standard-
state free energy of the half-reaction. 
 The solute–solvent system containing the solute in the 95 

oxidation state X has the total potential energy UX(x) where the 
vector x denote Cartesian coordinates of all atoms in the system. 
By using the thermodynamic integration approach to calculate 
∆rG°,

275, 298 one can introduce a hypothetical hybrid system with 
the total potential energy U(η, x) defined as a function of UR(x) 100 

and UO(x) where η is a coupling parameter that varies from η = 0 
for the oxidized state to η = 1 for the reduced state. The free 
energy ∆rG° can then be evaluated by integrating over η as 
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with the free energy of the new system, G(η), defined as 

 
NVTCZG +−= − )(ln)( 1 ηβη  (38) 

where β is equal to 1/kBT, CNVT is a geometry-independent 
constant for a given canonical (NVT) ensemble, and Z(η) is the 5 

configurational part of the total canonical partition function, 
QNVT. The function Z(η) is defined as  

 ∑ −=
k

U keZ
),()( xηβη  (39) 

where the index k runs over all instantaneous solute–solvent 
configurations xk (snapshots) derived, for example, from MC 10 

simulations.  
 The function G(η) has the meaning of the potential of mean 
force with respect to the coordinate η.275 The derivative ∂G/∂η 
can be recast as 
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where the derivative ∂U/∂η is taken as an ensemble average at 
fixed η. Therefore, we have 
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 Equation (41) shows the essence of the thermodynamic 
integration method275 originating from Kirkwood's work on liquid 20 

state theory.299 The methodology of thermodynamic integration in 
the context of MC or MD simulations includes a series of 
independent simulations at discrete values of η, Boltzmann 
averaging of ∂U/∂η at each η, and then numerical integration 
over η.275  25 

 The most frequently used form for U(η, x) is a linear 
dependence on η as275  

  )]()([)(),( xxxx ORO UUUU −+= ηη  (42) 

Recall that UO(x) and UR(x) denote the total potential energy of 
the solute–solvent system at the solute–solvent configuration x 30 

with the solute in the oxidation state O (η = 0) and R (η = 1), 
respectively. With the use of eqn (42), ∂U/∂η can be expressed as 
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where ∆U(x) is the vertical energy gap (VEG) as an analogue of 
the vertical excitation energy controlled by the Franck–Condon 35 

principle.300 Note that, although the quantity ∆U(x) does not 
depend on the coupling parameter η, the resulting ensemble 
average used in eqn (41) must be taken over the distribution Z(η) 
that depends on η as 
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 In addition, one can assume the linear response regime for 
〈∆U〉η with respect to η as 

 ( )ORO UUUU 〉∆〈−〉∆〈+〉∆〈=〉∆〈 ηη
 (45) 

where 〈∆U〉X (X = O or R) is the VEG averaged over thermal 
fluctuations of the solvent as 45 

 ∑ −∆=〉∆〈
k

U
k

X

X
kXeU

Z
U

)()(
1 x

x
β  (46) 

The configurational partition functions ZO and ZR are obtained as  

 ∑ −=
k
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X

kXeZ
)(xβ  (47) 

where the index k runs over all instantaneous solute–solvent 
configurations xk containing the solute in the oxidation state X (X 50 

= O or R). By integrating 〈∆U〉η over η, we arrive at the following 
expression for the free energy difference: 

 ( )RO UUG 〉∆〈+〉∆〈=∆
2

1
r

o  (48) 

 In practice, the quantities 〈∆U〉O and 〈∆U〉R are obtained by 
averaging the corresponding VEGs over equilibrium trajectories 55 

derived independently for each oxidation state. Equation (48) was 
found to be a good approximation for many half-reactions,272 and 
it has been recently used, for example, by Wang and Voorhis301 
in the context of their QM/MM MD simulation. However, for 
certain half-reactions (e.g., proton-coupled electron-transfer 60 

reactions) the solvent response is often nonlinear, and, in practice, 
U(η, x) needs to be calculated at several intermediate values of η 
(in addition to η = 0 and 1).272  

4.4. Free energy perturbation method 

In the free energy perturbation method,302, 303 the free energy 65 

change for the half-reaction (1) can be computed as275 
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where the expression in brackets is defined as 
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where the distribution ZO is given by eqn (47) at X = O, and the 70 

remaining quantities are defined above. Alternatively, one can 
cast the free energy difference as 

 
R

UeG ∆−=∆ ββ ln1
r

o  (51) 

obtained using the distribution ZR. The hysteresis between results 
obtained from the forward integration [eqn (49)] and the 75 

backward integration [eqn (51)] is expected to be small when the 
final state (R) is geometrically close to the initial state (O) so that 
one state can be regarded as a perturbation of the other.275 This is 
not the case when relaxation effects upon the reduction O → R 
(for example, in aqueous solutions) are large enough to lead to 80 

very different equilibrium configurations. In this case, 
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configurations sampled in an equilibrium MD run for O do not 
represent well the configurational space for R and vice versa. 
However, one can obtain a fairly accurate estimate for the free 
energy difference simply by averaging the energies calculated 
using eqns (49) and (51).304 A relation of eqn (49) and (51) to eqn 5 

(48) has been proved.305 Other "tricks," such "double wide 
sampling," are also employed to make the calculations more 
efficient.306 

4.5. Grand canonical approach 

In this section we discuss the grand canonical ensemble276, 281-284 
10 

formalism which is also used sometimes in the literature305, 307 in 
particular, in connection to Car–Parrinello5 molecular dynamics 
(CPMD) simulations of redox reactions. Unlike a canonical NVT 
ensemble, in a grand canonical ensemble the number of particles 
(N) is allowed to fluctuate by exchanging the particles with a 15 

reservoir while keeping the ensemble's macroscopic variables µ, 
V, and T conserved, where µ is the chemical potential.276 The 
equilibrium partition function of the µVT ensemble can be 
defined as276 

 ∑=Ξ
N

NVT
N

VT Qzµ
 (52) 20 

where QNVT is the partition function of a canonical ensemble, and 
the quantity z is the so-called absolute activity related to the 
chemical potential (µ) of the grand canonical ensemble as  

 βµez =  (53) 

where β is equal to 1/kBT.  25 

 The grand canonical formalism is employed for MD 
simulations by coupling the MD system to a generic electron 
reservoir which allows the number of electrons to vary during a 
single MD simulation at a given value of the electronic chemical 
potential treated as a thermodynamic control parameter, while the 30 

other particles in the system are treated by canonical 
ensembles.305 The generic electron reservoir plays a role of a 
fictitious electrode. The grand canonical MD approach is based 
on the grand canonical partition function of the electronic system 
in the limit of zero temperature (thereby ignoring electronic 35 

excitations).308  
 In the case of the half-reaction (1), the grand canonical 
partition function of eqn (52) is expressed as305 
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where µe is the electronic chemical potential, ONe  is the number 40 

of electrons in the solute–solvent system containing the solute in 
the oxidized state, RNe  is the number of electrons in the system 
containing the solute in the reduced state, QO and QR are 
canonical partition functions for the systems O and R, 
respectively. The number of electrons (Ne) in the system changes 45 

from ONe  to RNe . The electronic chemical potential can then be 
expressed as 
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where ne is equal to RNe − ONe  [according to eqn (1)], and ∆rG° is 

the free energy change for eqn (1) related to QO and QR as 50 
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In eqn (56), ξ is the fractional charge calculated relative to R as 
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where eN  is the average number of electrons in the grand 
canonical ensemble calculated as276  55 
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 According to eqn (56), the free energy ∆rG° is equal to neµe in 
the case of ξ = ne/2, which in the context of MD simulations 
means a situation when the system spends equal amounts of time 
in both oxidized and reduced states.305 Therefore, the quantity 60 

∆rG° can be obtained by varying µe as an external parameter in 
the simulation. By expressing the fractional charge ξ in eqn (56) 
as ξ(µe), one can find the optimum value of µe when ξ equals 
ne/2. How to do it in practice is described elsewhere.268 The 
approach is called numerical titration because the sigma-shaped 65 

function ξ(µe) resembles a titration curve.305  
 The effective PES used in practical computations using the 
numerical titration method depends on µe as a mixing parameter, 
and it is constructed as 

 [ ])(,)(min),( eee xxx RO UnUU µµ +=  (60) 70 

where UO(x) and UR(x) are the adiabatic potential energy surfaces 
for each oxidation state. The composite surface U(µe,x) consists 
of the lowest branches of two intersecting surfaces, and the 
parameter µe simply shifts one surface relative to the other.305 The 
method was implemented for CPMD simulations with inclusion 75 

of analytical nuclear gradients.307 To some extent, the numerical 
titration approach based on eqn (60) is similar to the 
thermodynamic integration method outlined in Section 4.3. 
However, in the latter case the hybrid PES is constructed through 
a linear coupling of UO(x) and UR(x) [see eqn (42)] rather than by 80 

mixing [see eqn (60)]. 
 The numerical titration method based on the grand canonical 
ensemble is not limited by the linear response approximation [see 
eqn (48)] and it is completely general.305 There is a similarity 
between this scheme and the surface hopping method of 85 

Nikitin309 and Tully310 for studying excited-state dynamics. Since 
vertical ionization potentials are positive, the reduced species can 
be understood as a molecular system in the ground electronic 
state while the oxidized species can be the same system in the 
excited electronic state. However, the dynamics in the numerical 90 

titration case is strictly adiabatic.268  

4.6. Connection to the Marcus theory of electron transfer 

The microscopic interpretation of the free energy functions for 
electron-transfer and proton-transfer reactions in solution is 
frequently discussed308, 311, 312 using the language and concepts of 95 

the Marcus theory of weak-overlap electron transfer.313-317 We 
note, however, that Marcus theory strictly applies only to a subset 
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of charge reactions.315, 318-320 Here we recall the basic ideas of 
Marcus theory relevant to prediction of the free energy of the 
half-reaction (1), ∆rG°. 
 In Marcus theory, the free energy curves (actually they are 
potentials of mean force – see below) GR(q) and GO(q) are 5 

represented by intersecting diabatic free energy curves as 
functions of an appropriate reaction coordinate q as shown in 
Scheme 3, and these curves are assumed to be quadratic with 
respect to q, with equal curvature.308, 311 The quadratic nature of 
the free energy curves results from assuming that the solvent 10 

responds linearly to the changes in the solute. The reaction 
coordinate q nominally describes solvent polarization,313 although 
it is not directly related to the polarization of the first solvation 
shell.311 In the original theory,313, 316 it refers to the bulk 
electrostatics, but in extensions,314 the reaction coordinate can 15 

also describe the inner sphere of ligands on the redox center. The 
solvent polarization coordinate q can be related to the fractional 
amount of charge transferred as the reaction proceeds. The 
quantity GX(q) has the meaning of the potential of mean force 
with respect to q taken as an ensemble average over all remaining 20 

degrees of freedom in the solute–solvent system. The electron 
transfer between O and R can then be treated as a transition 
between the reactant and product states, with progress measured 
by the average change of the solvent.311, 313  

 25 

Scheme 3 The charge transfer between the oxidized (O) and reduced (R) 
species in terms of Marcus theory. The curves describe the free energies 
of O and R as functions of the solvent polarization coordinate q. The 
values of qO and qR refer to the corresponding equilibrium positions, and 
q

‡ refers to the transition state. The quantities λ, ∆rG°, and ∆G‡ are the 30 

solvent reorganization free energy, the free energy of the O + e− = R 
reaction, and the activation free energy, respectively.    

 Using Scheme 3, and neglecting the work required to bring the 
reactants to a suitable electron transfer distance and to separate 
the reactants and products,317 one can relate the free energy of the 35 

half-reaction (1), ∆rG°, to the solute's vertical energy gap ∆G and 
the solvent's reorganization free energy λ as follows 

 λ+∆=∆ )(r RqGGo  (61) 

where ∆G(qR) is GR − GO calculated at q = qR. The value of 
∆G(qX) is the vertical energy gap of the solute–solvent system 40 

containing the solute in the oxidation state X (X = O or R) 
averaged over the distribution ZX given by eqn (47). Similarly we 
can write  

 λ−∆=∆ )(r OqGGo  (62) 

where ∆G(qO) is GR − GO calculated at q = qO. By combining 45 

these equations, we arrive at 
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where eqn (63) is the same as eqn (48), provided that ∆G(qX) ≡ 
〈∆U〉X (see Section 4.3).  
 In the practical adaptation of Marcus theory to computer 50 

simulations, the reaction coordinate q should describe the 
equilibrium states O and R and the transition (nonequilibrium) 
state (see Scheme 3), and it must be formally defined as a 
function of the microscopic configuration x (where x refers to the 
coordinates of all atoms in the solute–solvent system).321 Thus, 55 

this can be the solvent polarization function in terms of the 
solvent electrostatic potential, some geometric coordinate, or the 
vertical energy gap itself (used, for example, by King and 
Warshel311).321 If the assumptions of Marcus theory were to hold 
for the chosen reaction coordinate, the two free energy functions 60 

(Scheme 3) could be approximated by only two parameters, 
namely, the solvent reorganization free energy λ and the 
thermodynamic driving force ∆rG°.

321  
 Based on computer simulations utilizing the free energy 
perturbation method (see Section 4.4), King and Warshel311 65 

investigated how closely the computed free energy functions for 
electron transfer reactions follow the parabolic form of Marcus 
theory, and they found that Marcus's approximation (using the 
linear response regime) could provide a valid description of the 
solvent's role in electron transfer processes over a wide range of 70 

conditions.311 Sprik and co-workers322 studied the Ru3+|Ru2+ half-
reaction in water and noted that the particular system was almost 
ideal for the Marcus theory assumption that the surfaces must be 
quadratic with respect to a reaction coordinate q, with similar 
curvatures. These authors322 also discussed how to proceed when 75 

the conditions for Marcus theory are not satisfied. For example, 
the Ag2+|Ag+ system in water exhibits moderately nonlinear 
deviations from Marcus behavior due to a change in the 
coordination number of Ag depending on its oxidation state.322 

4.7. Accuracy of explicit-solvent models 80 

Explicit-solvent simulations can be expensive267 because they 
require a large number of solvent molecules to converge the 
electrostatics and because extensive configurational sampling is 
required. For example, in MD simulations in aqueous solution, 
the simulation must be carried out over a much longer time scale 85 

than the dipole relaxation time of water (which is about 10 ps at 
room temperature323, 324). Nevertheless, the hope (not necessarily 
realized) is that they are more accurate for some kinds of 
processes.  
 In principle, explicit-solvent models would allow for a better 90 

treatment of first-solvation-shell electrostatics and polarization 
effects. In practice though, this potential advantage is often 
mitigated by other approximations made in explicit-solvent 
treatments. For example, calculations based on nonpolarizable 
mechanics cannot treat solvent polarization except perhaps 95 

indirectly by choice of parameters. Explicit-solvent simulations 
are often restricted to less accurate quantum mechanical models 
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for the solute than are employed in implicit models; for example, 
explicit-solvent models are often carried out with local density 
functionals that are less accurate than the best available quantum 
mechanical models used for implicit-solvent calculations. In 
particular, Sprik et al.325 have found that the electronic states of 5 

redox species in aqueous solution can mix with the valence and 
conduction band edges of water. The authors325 have noted that 
the commonly used density functionals based on the generalized 
gradient approximation can exaggerate the mixing with the water 
valence band leading to a systematic underestimation of their 10 

redox potentials and to spurious nonlinearity in the solvent 
reorganization. The authors325 also note that the predicted mixing 
of the electronic states of redox species with the unoccupied 
states of water may be real. The latter effect should thus be 
missing in implicit water models, though explicit-solvent models 15 

have been less broadly validated than implicit-solvent ones in 
general. 

5. Protocols based on LFERs and other models 

Alternative approaches that have been explored include linear 
free energy relationships (LFERs) that correlate reduction 20 

potentials with other computed or experimental observables. 
LFER methods can be useful for fast predictions of reduction 
potentials with moderate accuracy. Typically, such methods 
involve the calculation or measurement of one or more likely to 
be relevant properties, especially ionization energies or electron 25 

affinities in the gas phase, which are then regressed on solution-
phase reduction potentials in order to develop a predictive 
equation. Here we will briefly discuss several selected protocols, 
and we refer the reader to primary sources1, 326-340 for details. 
 Winget et al.1 tested several linear regression models for 30 

predicting the oxidation potentials of substituted anilines in 
aqueous solution using various descriptors such as experimental 
ionization potentials, pKa values, and Hammett constants. Hicks 
et al.328 found a good linear correlation between experimental 
reduction potentials for 29 monosubstituted chalcones in 35 

acetonitrile and their gas-phase electron affinities computed by 
DFT.  
 Shamsipur et al.330 performed a quantitative structure–property 
relationship analysis of experimental electrochemical properties 
of 33 anthraquinone derivatives in acetonitrile using quantum-40 

chemical, topological, constitutional (such as molecular weights), 
and chemical (such as Log P values) descriptors. Moens et al.332, 

333, 335 studied a correlation between redox potentials and 
ionization potentials, electron affinities, electrophilicity or 
chemical hardness. Davis and Fry337 have shown that 45 

experimental and computed redox potentials of polycyclic 
aromatic hydrocarbons are highly correlated over a large number 
of systems. 
 Cwiertny et al.338 developed quantitative structure–activity 
relationships for alkyl polyhalide reductive dehalogenation by 50 

granular iron using gas-phase homolytic carbon–halogen bond 
dissociation energies and liquid-phase one-electron reduction 
potentials computed by a quantum chemistry composite method 
(G3MP2) for a series of 24 alkyl polyhalides.338  
 More recently Phillips et al.339 have developed a linear model 55 

that relates the experimental one-electron reduction potentials of 

several nitroaromatic compounds to their experimental or 
computed electron affinities.  
 Lynch et al.340 have developed a method for predicting the 
ground-state reduction potentials based on the correlation of 60 

computed energy differences between the initial S0 and one-
electron-reduced D0 species with experimental reduction 
potentials for 74 compounds of six different classes in 
acetonitrile. 
 Francke and Little341 found a linear correlation between 65 

calculated effective ionization potentials and experimental 
oxidation potentials of phenanthro[9,10-d ]imidazole derivatives. 

6. Applications 

In this section we discuss recent applications of various 
computational protocols for predicting liquid-phase reduction 70 

potentials and other electrochemical properties for a variety of 
chemical systems; these are representative examples as the full 
literature is too extensive for complete coverage in a feature 
article. The applied protocols are based on implicit- and explicit-
solvent models as well as on LFERs and other models as 75 

described in the previous sections. In order to help readers find 
specific applications, the studies discussed in this section are 
organized based on the chemistry rather than on the method used. 
First, we will provide a survey of these studies and then we will 
discuss several selected topics in more detail.   80 

6.1. Survey 

 6.1.1. Inorganic chemistry. We begin the survey with 
inorganic compounds. Recent computations of standard reduction 
potentials include studies of aqueous metal ions,268, 301, 304, 305, 308, 

321, 322, 342-345 inorganic clusters containing sulfur and iron in 85 

different oxidation states,346, 347 systems of various complexity 
with the Pt2X2 (X = chalcogenide) cores,348 and the MFe2S4 

clusters (M = Mn, Fe, Co, Ni, Cu, Zn, and Mo) in water by testing 
four different exchange–correlation functionals (B3LYP, BP86, 
TPSS, and TPSSh) and the COSMO implicit-solvent model.349 90 

 Houk and co-workers350, 351 computed the standard redox 
potentials of 36 nitrogen oxides and related species in water using 
a complete basis set extrapolation method (CBS-QB3) for gas-
phase free energies and the PCM implicit-solvent model for 
solvation free energies with use of the Born–Haber 95 

thermochemical cycle (Scheme 2). Studies on organic nitroxide 
radical species can also be found in the literature.55, 215, 222, 352 
Density functional calculations of the reduction potentials of iron-
containing nitrosyl complexes have been recently reported by 
Emel'yanova et al.353, 354  100 

 The standard reduction potentials (in CH2Cl2 solution), proton 
affinities, and transition-state structures for prototypical H-atom 
transfer reactions were predicted for a novel class of 
heterobimetallic CuPd and CuPt bis(µ-oxo) complexes.355 The 
influence of the size of the heteroatom X on the redox potentials 105 

of hetero-polytungstates [XW12O40]
q− (X = B, Al, Ga, Si, Ge, P, 

As) in water was investigated by density functional theory using 
the dielectric continuum approximation.356 See also a recent DFT 
study of the redox properties of W,O-containing Keggin 
compounds by Aparicio et al.357 Structure, properties and 110 

reactivity of various polyoxometalates have been recently 
reviewed from a theoretical perspective by Lopez et al.358 A 
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theoretical study of high-valent oxoruthenium Keggin-type 
species has been conducted by Liu et al.359 Many such 
polyoxometalates are known as efficient and robust oxygenation 
catalysts.359 Ruthenium-based oxides with rutile structure were 
investigated in regard to their properties in electrocatalytic ethene 5 

oxidation in acid media, and DFT calculations were employed to 
study the energetics of key reaction steps.360 
 The accuracy of various exchange–correlation functionals for 
predicting the redox potentials of certain transition metal 
compounds have been addressed by Ceder and co-workers.361 In 10 

particular, they have studied LixMO2 (M = Co, Ni), LixTiS2; 
LixMPO4 (M = Mn, Fe, Co, Ni), LixMn2O4, and LixTi2O4 that can 
be important as Li-ion intercalation battery materials.361 
 Ding et al.362 carried out a combined experimental and 
theoretical (DFT atomistic) study of the effects of carbon and 15 

nitrogen-doped carbon coating on the electrochemical 
performance of Li4Ti5O12 (LTO) which is a promising anode 
material in lithium ion battery applications. The study revealed a 
strong binding between the graphene coating layer and the Ti-
terminated LTO surface, which could significantly reduce the 20 

chemical activity of LTO surfaces and improve the electric 
conductivity of the electrode/electrolyte interface.362 Also 
motivated by an interest in better understanding the behavior of 
possible battery electrolytes, Bryantsev et al.363 employed DFT 
and coupled-cluster calculations together with continuum 25 

solvation for neutral molecules and mixed cluster/continuum 
solvation for single ions to study the electrochemical behavior of 
lithium nitrite in acetonitrile. 
 Mueller et al.364 carried out large-scale DFT calculations of 
electrochemical and structural properties of tavorite-structured 30 

oxyphosphates, fluorophosphates, oxysulfates, and fluorosulfates 
as potential cathode materials in lithium-ion batteries. Tavorite-
like compounds have the general formula AM(TO4)X where A is 
an alkaline or alkaline-earth element, M is another metal (e.g., Al, 
Ti, V, or Fe), T is a p-block element, and X is O, OH, or F.364  35 

 Chaplin et al.365 have recently carried out DFT implicit-solvent 
calculations on boron–carbon clusters with up to 34 carbon atoms 
per one boron atom to investigate possible mechanisms that 
would explain anodic wear of boron-doped diamond film 
electrodes.365 The redox energetics of boron hydrides BnHn (n = 40 

6–13) and the B12X12 compounds (X = F, Cl, OH, and CH3) in 
water has also been investigated recently using density functional 
theory and implicit-solvent models.366 Measured and calculated 
oxidation potentials of 31 icosahedral carborane anions have been 
reported by Wahab et al.367 45 

 Steele et al.368 have recently predicted the standard reduction 
potentials for several actinide(VI)/actinide(V) redox couples in 
water in close agreement with available experimental data. In 
particular, they have investigated the [AO2(H2O)n]

2+/+ systems 
(where A = U, Np, and Pu, and n = 4–6) using the M06125 and 50 

M06-L369 exchange–correlation functionals.368 The M06 
exchange–correlation functional has been found to be competitive 
with high level ab initio methods in the recent study of the water 
exchange mechanism of the [UO2(H2O)5]

2+ ion and the redox 
potentials of the AO2

2+ aqua complexes (A = U, Np and Pu).370 55 

 Shamov and Schreckenbach371, 372 have reviewed various 
theoretical approaches to predicting the chemistry of the actinide 
elements, for instance, the aqueous actinide(VI)/actinide(V) 

redox potentials. In particular, they have noted that implicit-
solvent models can be reliable as long as the first coordination 60 

sphere of the metal is treated explicitly, and there is no advantage 
for the (potentially costly) explicit treatment of the second 
coordination sphere.372 
 Structure–reactivity relationships in inorganic electrochemistry 
have been discussed in a recent review by Schultz,373 with 65 

emphasis on transition metal electron-transfer reactions. The 
author373 considered several examples to illustrate how relations 
between structure and electron transfer reactivity underlie many 
important electrochemical applications and provide fundamental 
insight into chemical and biological processes. In particular, the 70 

author investigates the influence of sulfur versus oxygen donation 
on molybdenum-centered electron transfer, the role of spin 
crossover in electrochemical reactions in which electron transfer 
is coupled to a change in the spin state of a metal atom, and the 
case of concomitant multi-electron transfer and metal–metal bond 75 

cleavage in binuclear, ligand-bridged complexes.373 
 Hwang et al.374 studied the oxygen reduction reaction in 
polymer electrolyte membrane fuel cells and showed how some 
of the bond interaction strength trends governing a volcano plot 
could be explained by d-band fillings and heat of alloy formation. 80 

 6.1.2. Organic chemistry. Electrochemical computation 
studies of organic compounds (here excluding metalorganic and 
organometallic species) involve anilines and phenols,3 
chlorinated aliphatic and aromatic environmental contaminants4, 

375, 376 hexakis (alkylsulfonyl) benzenes,377 nitroaromatics378-383 85 

and other heteroaromatics.384-388 Some of the studies cited above 
were reviewed by the four of us elsewhere78 and have been partly 
discussed in Section 3 in the present paper. 
 There have been several studies on substituted indoles389, 390 
and imidazoles,391, 392 pyridine and pyridine derivatives,140, 220 90 

phenazine,393 nucleotide bases,394-396 and amino acids including 
tyrosine and tryptophan.274 There were also computational 
electrochemical studies of polycyclic aromatic hydrocarbons,397-

400 dihydroxyanthracene and thioxanthens derivatives.401, 402 A 
DFT implicit-solvent calculation of the standard redox potential 95 

of anthraquinone-1-carboxylic acid and anthraquinone-2-sulfonic 
acid in water was reported.403, 404 
 There have been numerous studies on flavones and related 
compounds,261, 273, 405-409 and quinones and their derivatives.3, 140, 

214, 217, 218, 220, 221, 223, 272, 410-413 For example, Zare et al.221 studied 100 

the pH dependent oxidation of o-chloranil using both cyclic 
voltammetry and theoretical calculations, the latter were carried 
out using G3 energies and C-PCM solvation energies. The 
theoretical results are in excellent agreement with experiment, 
and they show that the competition between the alternative two-105 

electron–one-proton and two-electron–two-proton processes is 
pH dependent. The same authors have used similar methodology 
to study the oxidation mechanisms of Rutin (also known as 
vitamin P),217 3,4-dihydroxyphenylacetic acid (DOPAC),220 and 
hematoxylin,223 demonstrating excellent agreement between 110 

theory and experiment in all cases, and highlighting the crucial 
role played by solvation effects and pH in determining the 
oxidation mechanism. A similar approach has been applied to 
studying the electrode potential and thermodynamic parameters 
of L-3,4-dihydroxyphenylalanine (L-DOPA) oxidized in aqueous 115 

solution.414  
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 Barrows et al.415 studied the factors controlling regioselectivity 
in the reduction of polynitroaromatics in aqueous solution using a 
semiempirical implicit-solvent model and showed the importance 
of proper treatment of solvation effects in order to correctly 
predict the preference for the reduction of one nitro group over 5 

the others.  
 A study of the electrochemical one-electron oxidation of low-
generation polyamidoamine-type dendrimers with a 1,4-
phenylene-diamine core was conducted by using cyclic 
voltammetry and density functional theory.416 10 

 Combined QM/MM studies of the electron-transfer reactions 
involving carbon tetrachloride in aqueous solution were carried 
out by Valiev et al.417 In particular, they studied the reductive 
dechlorination of CCl4 by a concerted electron transfer-bond 
breaking mechanism using either density functional theory or 15 

coupled cluster theory [CCSD(T)] for the QM part. Their 
predicted activation barriers and reduction potentials were found 
to be consistent with available experimental data.417 Bylaska et 
al.418 carried out ab initio quantum-mechanical studies of the 
thermodynamics of reductive dechlorination, reductive β-20 

elimination, dehydrochlorination, and nucleophilic substitution 
by OH− of 1,2,3-trichloropropane in the gas phase and in water. 
 Huang et al.419 have employed experimental voltammetry, 
surface-enhanced Raman spectroscopy, and density functional 
theory to elucidate the mechanism of benzyl chloride reduction at 25 

silver cathodes, and they have found that the exceptional 
electrocatalytic properties of silver cathodes in such reactions 
could be related to the electrophilicity of the silver cathode 
surface toward organic halides.419 
 Gennaro, Coote, and co-workers have employed cyclic 30 

voltammetry and high-level ab initio molecular orbital theory 
calculations on a series of alkyl halides and their radicals to 
discriminate between inner-sphere electron transfer (ISET) and 
outer-sphere electron transfer (OSET) in atom transfer radical 
polymerization (ATRP)216 and single-electron transfer living 35 

radical polymerization (SET-LRP).420 In the former work, the 
authors used Marcus theory to predict OSET reaction barriers for 
halogen atom transfer, based on the computational redox 
potentials for the alkyl radicals and alkyl halides, and 
experimental values of the other parameters. These were 40 

compared with experimental barriers the halogen atom transfer 
process to show that an OSET process was energetically 
unfeasible. Subsequent work examined the reductive cleavage 
process relevant to SET-LRP directly using both cyclic 
voltammetry and multireference calculations, finding that 45 

dissociative electron transfer proceeds exclusively in a stepwise 
rather than concerted manner. 
 Wang and Yu421 carried out a computation of the redox 
potentials of about 100 organic radicals in different solvents 
using various density functionals and the PCM implicit-solvent 50 

model. Redox potentials for a series of carbamates in methanol 
were predicted with the use of DFT and PCM by Haya et al.422 A 
computational study of the electrochemistry of several organic 
radicals derived from hydroxyurea and its methylated analogues 
was conducted by Vrček et al.423 55 

 Electrochemical properties such as electrochemical bandgaps 
were investigated in a combined experimental and theoretical 
(DFT) study of monoytterbium endohedral metallofullerenes, 

Yb@C2n (n = 40, 41, 42), in 1,2-dichlorobenzene.424  
 Effects of N-substituents on redox, optical, and electronic 60 

properties of alkyl and alkylaryl naphthalene bisimides used for 
field-effect transistors fabrication were investigated in another 
combined experimental and DFT study.425  
 Paukku and Hill426 have carried out a theoretical study of the 
one-electron redox potentials of several DNA bases, base pairs, 65 

and stacks using the M06-2X125 exchange–correlation functional 
and found the computed potentials in good agreement with the 
experimental ones.426 Recently, as part of a broader study of 
SOMO-HOMO orbital conversion, Gryn’ova et al.352, 427 used 
G3(MP2,CC)(+) calculations to study the one-electron gas-phase 70 

oxidation of deprotonated N-centered nucleic acid radicals, 
formed as a result of oxidative damage via hydrogen atom 
abstraction. They demonstrated that under these conditions the 
phosphate, rather than the nucleic acid radical, undergoes 
preferential oxidation to yield triplet species. When the phosphate 75 

is protonated, “normal” oxidation of the nucleic acid radical 
occurs instead to yield a closed shell product. In contrast, 
corresponding C-centered sugar-derived radicals oxidize to 
closed shell products irrespective of the phosphate protonation 
state. DFT studies of the extent of hole delocalization in one-80 

electron oxidized adenine and guanine base stacks have been 
carried out by Kumar and Sevilla.428 Several exchange–
correlation functionals have been tested for prediction of the gas-
phase adiabatic ionization potentials and the aqueous standard 
reduction potentials of 51 nitrogen-rich heterocyclic compounds 85 

by Sviatenko et al.429 
 Silva and Ramos have tested the performance of 18 different 
exchange–correlation functionals in calculations of the energetics 
of a number of organic acid/base and redox reactions, using 
MP2/CBS and CCSD(T)/aug-cc-pVTZ energies as benchmark.430 90 

Electrochemical properties of homogentisic acid in water and 
water–acetonitrile mixtures have been studied by DFT and C-
PCM.431 
 Keith and Carter432 computed the reduction potentials and 
other properties of pyridinium cations and pyridinyl radicals in 95 

acetonitrile using density functional theory (B3LYP) and an 
implicit-solvent model (C-PCM) in order to gain insights into 
pyridinium-based photoelectrocatalytic reduction of CO2. Based 
on the computed energetics, the authors have concluded that 
(contrary to previous assumptions) the homogeneous pyridinyl 100 

radicals in solution cannot be considered active catalysts for CO2 
reduction, and the electrode surface may play a critical (yet 
unknown) role in this process.432 A more recent study on the 
mechanism of CO2 reduction by pyridine has been published by 
Lim et al.433  105 

  Liu et al.434 have carried out a DFT study of the oxidation of 
phenolates by the [Cu2O2(N,N'-di-tert-butylethylenediamine)2]

2+ 
complex and suggested a mechanism of the phenolate oxidation 
in agreement with experimental observations. Ghosh et al.435 
have applied a first-principle protocol to calculating the 110 

ionization and redox potentials of phenol and phenolate in water 
using coupled cluster theory and the EFP method. Chua et al.436 
investigated the reduction pathways of trinitrotoluene by cyclic 
voltammetry and DFT. 
 Effects of polar and nonpolar ligands as well as monovalent 115 

cations on the one-electron reduction potential of the thiyl radical 
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CH3S
• and the CH3SSCH3 disulfide have been investigated using 

density functional theory and implicit-solvent models and 
discussed in terms of the vertical electron affinity and 
reorganization energy, and molecular orbital theory.437 Effects of 
substituents on the preferred modes of one-electron reductive 5 

cleavage of N–Cl and N–Br bonds in the X–NRR′ (X = Cl and Br) 
molecules have also been studied recently.438  
 Varejao et al.439 found a good correlation between calculated 
and experimental reduction potentials of rubrolides, but only 
when they carried out averaging of over multiple conformations. 10 

  6.1.3. Biochemistry. Free energy calculations on disulfide 
bridge reduction in proteins were carried out by David and 
Enescu using the hybrid QM/MM approach in which the QM 
region was treated at the B3LYP/6-311+G(d,p) level of theory.440 
In particular, they elucidated the role of the protein environment 15 

in the reduction of four disulfide bridges in lysozyme by tris(2-
carboxyethyl)phosphine. See also a combined theoretical and 
spectroscopic study on the two-electron reduction of aryl 
disulfide bonds conducted with an ultimate goal to design a 
simple molecular system intended to act as a memory storage 20 

bank.441 
 Density functional calculations of the standard reduction 
potentials of methylcobalamin and adenosylcobalamin cofactors 
in various media (in combination with a PCM implicit-solvent 
model) have been recently reported.442 25 

 Formaneck et al.443 developed a new QM/MM approach for 
computing accurate redox potentials in enzymes based on the free 
energy perturbation technique and applied it to studying the first 
reduction potential of the flavin adenine dinucleotide cofactor in 
cholesterol oxidase.443  30 

 Hybrid QM/MM calculations on the first redox step of the 
catalytic cycle of bovine glutathione peroxidase GPX1 have been 
recently carried out using the ONIOM methodology.444 
 Blomberg and Siegbahn445 investigated the catalytic 
mechanism of reduction of NO to N2O in the bacterial enzyme 35 

nitric oxide reductase using the B3LYP exchange–correlation 
functional and an implicit-solvent model (the Poisson–Boltzmann 
solver of Jaguar) applied to a molecular model system of the 
binuclear (Fe–Fe) center of the protein. The authors445 suggest a 
catalytic reduction mechanism that involves a formation of stable 40 

cis-hyponitrite, and it is shown that from this intermediate one 
N−O bond can be cleaved without the transfer of a proton or an 
electron into the binuclear active site, in agreement with 
experimental observations.445 See also another study446 by 
Blomberg and Siegbahn on the reduction of NO in cytochrome c 45 

dependent nitric oxide reductase. Quantum chemical calculations 
of active-site models of nitrous oxide reductase have also been 
carried out by Ertem et al.447 to elucidate the N–O bond cleavage 
mechanisms mediated by the supported tetranuclear Cu4S core 
found in the enzymatic active site. 50 

 Roy et al.448 calculated DFT SCRF redox potentials for small 
models of dinuclear iron hydrogenase enzymes in acetonitrile and 
found an average error of 0.12 V with one exchange–correlation 
potential but much larger errors (~0.8 V) with another. They 
found that the redox potentials correlated with the 55 

spectrochemical series for the ligands and with the extent of 
ligand-to-metal electron transfer. 
 Surawatanawong and Hall449 calculated reduction potentials 

for species derived from a tetranuclear iron complex model of 
hydrogenase to elucidate the routes to hydrogen production. 60 

 The QM/MM minimum free energy path (QM/MM-MFEP) 
method was developed and applied to calculate the redox free 
energies of lumichrome and riboflavin in solution.450 The authors 
demonstrated that the method could be an efficient approach to 
free energy simulations of complex electron transfer reactions.450 65 

 Several other enzymatic redox reactions have also been studied 
recently using the tools of computational electrochemistry, in 
particular for the following enzymes: photosystem II,270, 451-453 
ribonuclease reductase,454, 455 rubredoxin,456 green fluorescent 
protein,457, 458 adenosine-5′-phosphosulfate reductase,459 70 

methyltransferases,460 monoamine oxidase B,461 and methionine 
synthase.462 Billiet et al.463 have studied the thermodynamics of 
thiol sulfenylation in the sulfenic acid-forming protein human 
Prx. 

 Redox calculations of ground and excited states of Ru(II) 75 

polypyridyl complexes were used to explain DNA-
photocleavage.464 Another theoretical study on Ru(II) polypyridyl 
complexes using various density functionals have been 
reported.465 
 Additional studies that involve the electrochemistry of 80 

metalorganic compounds are discussed later in the paper. 
 6.1.4. Special topics. Recent computational studies of the 
energetics of redox reactions also involve special topics such as 
anticancer agents and medicinal chemistry,466, 467 complexes with 
non-innocent ligands,468 energetic materials,469 molecular organic 85 

semiconductors470 and organic light-emitting diodes,471 
photovoltaic and conducting polymers,472-474 charge transport in 
molecular electronic junctions,475 organic cathode materials,476 
rhodanine dyes477-479 and redox mediators222 for dye-sensitized 
solar cells, water oxidation catalysts480-494 and electrocatalytic 90 

oxidation and reduction on metal surfaces.495-498  
 Wagner et al.499 discuss the potential impact of 
electrochemical energy systems on the future of the automobile 
by comparing lithium ion battery and hydrogen fuel cell systems 
used in automotive applications in terms of their overall efficacy 95 

and operating costs. The authors have concluded that both Li ion 
battery electric vehicles and fuel cell vehicles warrant continued 
strong development investment.499  
 Various theoretical models for calculation of the 
electrochemical phase diagram for the oxidation and reduction of 100 

water over the Pt(111) surface have been applied and discussed 
by Rossmeisl et al.500 Applications of DFT methods to modeling 
electrochemical processes at the Pt(111)–water interface and the 
rutile TiO2(110)–water interface have been also reviewed recently 
by Cheng and Sprik.297 They have noted that systematic 105 

underestimation of the LUMO–HOMO bandgap using the 
generalized gradient approximation (GGA) (for example, 
BLYP225, 226) may be a potentially dangerous source of error in 
the modeling of electrocatalytic processes using DFT-based 
(Car–Parrinello) molecular dynamics.297, 325 Note that the GGA 110 

exchange–correlation functionals remain most frequently used in 
the context of CPMD simulations due to their relatively low 
computational costs. 
 Shiratori and Nobusada501 proposed a new finite-temperature 
density functional approach to electrochemical reactions. Solvent 115 

effects are treated by an extended self-consistent reaction field 
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model that accounts for nonequilibrium solvation, and an 
exchange–correlation functional with a long-range correction is 
employed.501 
 Koper502 has reviewed the thermodynamic theory of multi-
electron transfer reactions and its implications for 5 

electrocatalysis. In particular, its application to hydrogen 
evolution and oxidation, oxygen evolution and reduction, and 
carbon dioxide reduction has been discussed.502  
 Calle-Vallejo and Koper503 have recently reviewed the 
progress of first-principles computational electrochemistry and 10 

noted that more accurate exchange–correlation functionals are 
needed for a better description of explicit-solvent effects, 
surface–adsorbate interactions, and other interactions such as van 
der Waals forces.503 It has been also noted495 that most DFT 
methods do not predict the correct adsorption site of CO on Pt, 15 

which is a serious problem because the oxidation of CO on Pt is a 
prototype problem in electrochemistry. However, we note here 
that the M06-L369 exchange–correlation functional can overcome 
this problem.504  
 The current state of computational electrochemistry has been 20 

discussed by Bieniasz.505 A comprehensive review on one-
electron and two-electron transfers in electrochemistry and 
homogeneous solution reactions has been recently published by 
Evans.506 Schneider et al.507 provided a tutorial on experimental 
and theoretical approaches to CO2 reduction at metal centers. In 25 

the next sections we will discuss several selected topics in more 
detail. 

6.2. Transition metals 

In this section we will first discuss DFT studies of aqueous 
transition metal ions and then continue the discussion to primarily 30 

metalorganic coordination complexes. For applications of density 
functional theory for transition metals and transition metal 
chemistry in general we refer the reader to the recent review.508 
 6.2.1 Aqueous transition metal ions. Uudsemaa and Tamm342 
employed density functional theory in combination with the 35 

COSMO implicit-solvent model to predict the standard reduction 
potentials of the M 3+/M 2+ redox couples in water for several 
fourth-period transition metals M (in particular Sc, Ti, V, Cr, Mn, 
Fe, Co, Ni, and Cu), resulting in the average absolute error of 
0.29 V against experimental data. The calculations were 40 

performed using the Born–Haber thermochemical cycle relating 
the reduction potential in solution to the adiabatic gas-phase 
ionization potential. The latter was computed using the BP98225, 

509 exchange–correlation functional and basis sets of triple-zeta 
quality and then augmented with a gas-phase thermal correction 45 

estimated using experimental reference data.342 Solvation effects 
in the first and the second hydration shell were treated explicitly 
by adding up to 18 explicit water molecules to the M 3+/2+ ion 
while the rest of the solvent was treated using the dielectric 
continuum approximation.342 See also a study on the hydration of 50 

copper(II) by Bryantsev et al.510 
 In our recent study (by the three of us),345 we have predicted 
the standard reduction potential of the Ru3+|Ru2+ couple in 
aqueous solution (E°) in excellent agreement (within 0.05 V) with 
experiment48 by using the SMD solvation model82 and new 55 

Minnesota exchange–correlation functionals, M11135 and 
M11-L.136 To represent the first and second hydration shell 

surrounded by continuum solvent we added up to 18 water 
molecules explicitly. The Gibbs free energy of the Ru2+ and Ru3+ 
cations in aqueous solution were computed by eqn (20) using 60 

Boltzmann averaging over multiple low-energy molecular 
conformations and spin states for each species, thereby explicitly 
accounting for the entropy associated with including multiple 
alternative structures used to describe the two hydration shells of 
Ru2+ and Ru3+.345 Note that such an approach is more 65 

sophisticated than a traditional approach based on 
thermochemical cycles using only global minimum gas-phase 
optimized structures (see Section 3.2 and Scheme 2). The latter 
approach neglects the additional entropy contributions that would 
come from considering additional conformations. The predicted 70 

Pourbaix diagram of the aqueous Ru2+/3+ cations was found in 
close quantitative agreement with the experimental 
measurements511, 512 of E(Ru3+|Ru2+) as a function of pH.345 
 In an earlier study (by three of us),343 we obtained the value of 
E°(Ru3+|Ru2+) (relative to the SHE) in the range between 0.6 and 75 

+1.0 V by testing 37 exchange–correlation functionals (excluding 
the newer M11, M11-L, or any other Minnesota exchange–
correlation functional) combined with the SM6 implicit-solvent 
model79 based on the generalized Born approximation. 
 The standard reduction potentials of selected Group 8 80 

octahedral complexes in water such as [M(H2O)6]
2+/3+, 

[M(NH3)6]
2+/3+, [M(CN)6]

4−/3−, and [MCl6]
4−/3− (M = Fe, Os, Ru) 

have been recently calculated using density functional theory and 
the COSMO-RS implicit-solvent model, and it has been shown 
that an addition of explicit water molecules to model the second 85 

solvation shell (in addition to the six ligands in the first solvation 
shell) may not be necessary with COSMO-RS.513  
 Srnec et al.514 investigated the role of spin-orbit coupling on 
the reduction potentials of octahedral Ru(II/III) and Os(II/III) 
complexes and they concluded that a proper treatment of spin-90 

orbit coupling could be necessary to avoid systematic errors of 
∼300 mV in the calculated reduction potentials.514 
 Wang and Voorhis301 calculated the standard reduction 
potentials for nine octahedrally coordinated transition metal 
complexes in water, namely, for [Ti(H2O)6]

3+, [V(H2O)6]
3+, 95 

[Cr(H2O)6]
3+, [Mn(H2O)6]

3+, [Fe(H2O)6]
3+, [Fe(CN)6]

3+, 
[Co(H2O)6]

3+, [Co(NH3)6]
3+, and [Cu(H2O)6]

3+. The authors301 
used both implicit-solvent and explicit-solvent models. In 
particular, they used the COSMO implicit-solvent model in 
combination with B3LYP and triple-zeta quality basis sets, and 100 

the model was shown to consistently overestimate the computed 
standard reduction potentials by over 1.6 V relative to available 
experimental data.301 They attributed such a large error to the 
presence of solvent structure effects in the second solvation shell 
(such as hydrogen bonding) unaccounted for by a pure implicit-105 

solvent model. By using the QM/MM explicit-solvent model, 
they achieved a much better agreement with experiment (within 
0.3 V on average).301 The QM/MM simulation cell included six 
water molecules in the QM region along with the transition metal 
ion, and the rest of the solvent was represented by about 1720 110 

explicit water molecules treated classically using the Simple 
Point Charge Extended or SPC/E515 force field. The QM/MM 
reduction potentials were calculated from the corresponding 
reaction free energies ∆rG° estimated in the linear response 
approximation [see eqn (48) in the present work]. 115 
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 Zheng et al.516 have investigated the redox potentials of 
aqueous Fe2+/3+ and Ru2+/3+ ions using the fractional electron 
approach to the QM/MM simulation of electron transfer process, 
with the fractional number of electrons being treated as a 
thermodynamic integration parameter.516  5 

 Sprik and co-workers carried out DFT-based (Car–Parrinello5) 
molecular dynamics (CPMD) studies of a number of redox 
reactions in water, involving Ag2+/1+268, 304 Cu2+/1+,268, 517 
Ru3+/2+,308, 321, 518 MnO4

2−/1− and RuO4
2−/1−,305 Ru(CN)6

4−/3−, 
RuCl6

4−/3−, (NH3)5PyRu3+/2+, and (NH3)6Ru3+/2+.322 Some of these 10 

studies are based on a grand canonical ensemble modification of 
CPMD (see Section 4.5) for treating exchange of electrons 
between electroactive species and an electron reservoir. The latter 
plays the role of a fictitious electrode. This method can be 
understood as a direct theoretical model of voltammetric 15 

experiments.343 The redox half-reaction takes place when the 
electroactive species reaches a crossing between the free energy 
surfaces of the two redox states at some value of the chemical 
potential, and this value of the electronic chemical potential 
serves as an estimate of the free energy of the half-reaction under 20 

study.343 Note that in the case of half-reactions the computed 
redox potentials cannot be directly compared to the experimental 
values tabulated relative to the SHE (or other reference 
electrodes).305 To do so, one would need to know the conversion 
constant between the reference electrode and the fictitious 25 

electrode used in the grand canonical simulation. Energy levels 
and redox properties of aqueous Mn2+/3+ ions were investigated 
using photoemission spectroscopy and DFT-based MD 
simulations by Moens et al.519 
 Due to computational costs, the CPMD simulations can afford 30 

only a very limited number of explicit solvent molecules. For 
example, the grand canonical CPMD simulation of a half-reaction 
with Ru3+/2+,308, 321 employed 32 water molecules using a GGA 
exchange–correlation functional (BLYP225, 226) in combination 
with a plane wave basis set and a pseudo-potential constructed 35 

according to the Troullier–Martins520 scheme. When the small 
cell dimensions are used to keep the MD simulations affordable 
the computed free energies may dependent on the system size 
because the interaction between the ion, its periodic box images, 
and the compensating background charge becomes large. The 40 

finite-size effects may be different for different reactions, and the 
issue of the effects will remain unresolved unless larger systems 
are simulated, e.g. with the help of QM/MM methods.305  
 6.2.2 Metalorganic compounds. Electrochemical 
computational studies of transition metal metalorganic 45 

compounds have appeared focused on cobalt,295, 521-524 copper,525-

530 iron,86, 250, 531-538 manganese,539, 540 nickel,541, 542 and other 
transition metals.250, 543-545  
 In addition, Galstyan and Knapp219 performed DFT 
calculations of 58 standard redox potentials for 48 different 50 

mononuclear transition metal complexes involving iron, 
manganese, and nickel and organic and inorganic ligands of 
various complexity in acetonitrile, dimethylformamide, and water 
using the Born–Haber thermochemical cycle and an implicit-
solvent model. 55 

 More recently Hughes and Friesner546 have performed an 
extensive computation of the standard reduction potentials for 95 
octahedrally coordinated fourth-row transition metal ions binding 

a diverse set of organic and inorganic ligands in water and 
nonaqueous solvents. The authors546 used the B3LYP225, 226 60 

exchange–correlation functional, relativistic effective core 
potentials, and basis sets of triple-zeta quality along with the 
Poisson–Boltzmann solver189-191 as an implicit-solvent model. 
They noted a significant error (around 2 eV) introduced by single 
reference B3LYP for predicting the energetics of simple 65 

multireference systems in their data set such as mononuclear 
transition metal complexes.546 The mean unsigned error in 
predicting the standard redox potentials over the whole test set 
was about 0.4 V, which could be further reduced to 0.12 V by 
using an additional seven-parameter model that was designed to 70 

make up for systematic errors in B3LYP's HOMO/LUMO 
energetics and spin splitting.546 
 A computational density functional study of polypyrrolic 
macrocycles containing actinyl ions and 3d transition metal ions 
has been carried out by Berard et al.547 75 

 Matsui et al.548 have proposed an improved scheme for 
computation of the redox potentials of transition metal complexes 
based on generalized Born theory. The tested systems include 
M(CO)5(pyCN) (M = Cr, Mo, W), M(mnt)2 (M = Ni, Pd, Pt), and 
M(bpy)3 (M = Fe, Ru, Os) in water and organic solvents (where 80 

pyCN = 4-cyanopyridine, mnt = maleonitrile-dithiolate, and bpy 
= 2,2'-bipyridine).548 
 Haines et al.549 have been conducted a combined cyclic 
voltammetry and DFT study of electrochemistry and electronic 
structures of over 30 tungsten-alkylidyne compounds and found 85 

out that the redox potential of such compounds is correlated 
linearly with the dxy orbital energy, thereby providing a valuable 
computational descriptor for the potential.549 
 DFT calculations have been employed in a recent study of the 
spectroscopic properties and electrochemistry of mixed ligand 90 

complexes of copper(I) halide with PPh3 and naphthylazo-
imidazole.550 
 DFT calculations of two newly synthesized metalorganic 
Ru(II)Pt(II) dimers that exhibit hydrogen-evolving catalytic 
activities in photochemical water splitting have shown a link 95 

between the H2-evolving activity and the LUMO energy level of 
the Ru(II)Pt(II) molecular complexes.551  
 Hammes-Schiffer and co-workers552 have studied a proton-
coupled electron transfer reaction in an aqueous osmium complex 
comprised of the [Os(bpy)2(4-aminomethyl-pyridine) (H2O)]2+/3+ 

100 

(bpy = 2,2′-bipyridine) unit bonded via hydrogen bonding to 
CH3CH2COO− in both the reduced and oxidized states. The 
authors552 have employed an implicit-solvent model and the 
B3LYP exchange–correlation functional to estimate the rate 
constant of such a reaction as well as the solvent reorganization 105 

energy.  
 Solis and Hammes-Schiffer553 have performed a DFT analysis 
of mechanistic pathways for hydrogen evolution catalyzed by the 
two cobalt complexes with supporting diglyoxime ligands in 
acetonitrile, Co(dmgBF2)2 (dmg = dimethylglyoxime) and 110 

Co(dpgBF2)2 (dpg = diphenylglyoxime). Using the Born–Haber 
cycle and an implicit-solvent model (C-PCM), the authors553 have 
predicted the reduction potentials, pKa values, reaction free 
energies, solvent reorganization energies, and electron transfer 
free energy barriers for several proton-coupled electron transfer 115 

reactions that involve these complexes. Lei et al.554 have 
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considered analogous cobalt, and also manganese, corrole 
complexes, achieving good agreement with experiment for both 
proton reduction and water oxidation. 
 The redox chemistry of homoleptic tris(2,2′-bipyridine)metal 
complexes, in particular, [Cr(tbpy)3]

n+ (n = 0 – 3) has been 5 

investigated in a combined X-ray absorption spectroscopic and 
DFT study.555 Another combined spectroscopic and DFT study 
has been focused on the photochemical reduction of carbon 
dioxide catalyzed by a ruthenium-substituted polyoxometalate.556 
 The effect of the solvent on the redox potential of tetraethyl 10 

ammonium hexacyano-manganate(III) has been investigated by 
DFT implicit-solvent calculations in acetonitrile, dimethyl 
sulfoxide, and methanol using the Born–Haber thermochemical 
cycle.557  
 Mosconi et al.558 have studied the cobalt electrolyte/dye 15 

interactions in dye-sensitized solar cells (DSSCs) using an 
experimental approach combined with density functional theory 
molecular dynamics simulations. In particular, they have studied 
the nature of the interactions between cobalt redox mediators and 
TiO2 surfaces sensitized by ruthenium and organic dyes, and their 20 

impact on the performance of the corresponding DSSCs.558  
 The standard reduction potentials of several cobalt complexes 
with pyrazole and pyridine ligands in acetonitrile have been 
calculated based on the Born–Haber thermochemical cycle using 
the B3LYP exchange–correlation functional and the IEFPCM 25 

implicit-solvent model in the study of redox reaction mechanisms 
with non-triiodide mediators (such as these compounds) in dye-
sensitized solar cells.559 Another recent work involves a DFT 
study of the structure and redox behavior of iron oxophlorin and 
the role of electron transfer in the heme degradation process.560 30 

 A combined experimental and theoretical (DFT) approach has 
been carried out to study the redox properties of two dinuclear 
Ru(II) complexes containing the planar dpt-ph-dpt bridging 
ligand where dpt-ph-dpt denotes 1'',4''-bis(2,4-dipyrid-2'-yl-1,3,5-
triazin-6-yl) benzene.561  35 

 Redox potential calculations for the set of 21 iron-containing 
complexes in acetonitrile have been carried using density 
functional theory and the PCM implicit-solvent model.562 Castro 
and Bühl examined the specific case of one-electron reduction 
potentials for several oxoiron(IV)porphyrin complexes, noting 40 

the sensitivity of their results to functional, solvation model, and 
whether or not a counterion was included at the open axial 
position trans to the oxo group.563 In another interesting case of a 
complex involving coordinated iron and scandium, Swart found 
that the redox behavior of the compound involved the non-45 

innocence of the scandium ion.564 
 There have been a number of electrochemical computation 
studies of metalloproteins. For example, Noodleman and co-
workers565 discussed the DFT calculations of molecular 
structures, spin states, redox energetics and reaction pathways for 50 

several metalloenzymes including Fe- and Mn-containing 
superoxide dismutase, Cu-containing galactose oxidase, Zn-
containing glyoxalase I, and iron-oxo enzymes such as methane 
monooxygenase and ribonucleotide reductase. The experimental 
and computational data on the properties and energetics of iron–55 

sulfur proteins from simple clusters to nitrogenase were reviewed 
earlier.566 Van den Bosch et al.567 examined the influence of 
residue changes on the reduction potentials of copper atoms in 

azurin mutants using free energy perturbation MD simulations, 
with errors of up to 10 kBT attributed to the slow relaxation of 60 

internal hydrogen bond networks in response to changes in 
atomic charges. 
 Si and Li568 elucidated the influence of ligand interaction and 
solvation effects on the reduction potential of the type I copper 
centers in five redox active proteins by studying active site model 65 

molecules with a heterogeneous conductor-like polarizable 
continuum model and B3LYP. 
 More recently, Jackson et al.569 have studied the active-site 
structures of the oxidized and reduced forms of manganese-
substituted iron superoxide dismutase [Mn(Fe)SOD] using 70 

spectroscopic absorption and circular dichroism techniques 
supported by QM/MM computations on complete protein models 
of Mn(Fe)SOD in both the oxidized and reduced states. The 
reduction midpoint potential of Mn(Fe)SOD that corresponds to a 
proton-coupled electron transfer reaction has been computed by 75 

separating the electron transfer and proton transfer steps,569 by 
following (with some modifications) a protocol developed by 
Noodleman and co-workers570 in earlier studies of the redox 
potentials of manganese and iron superoxide dismutases based on 
DFT and electrostatic calculations.  80 

6.3. Proton-coupled electron transfer and Pourbaix diagrams 

Many important energy conversion processes involve oxidation–
reduction reactions in which both electrons and protons are 
transferred. Broad reviews of such reactions have been given by 
Meyer and co-workers.571, 572 Thermodynamics of the hydride 85 

transfer reactions in water and organic solvents has also been of 
interest.573 
 Consider the following half-reaction that involves a proton 
transfer: 

 OH + H+ + e−  ↔ RH (64) 90 

where OH and RH refer to protonated forms of an oxidized (O) or 
reduced (R) reagent in solution (either charged or neutral), H+ is a 
proton in solution, and e− is an electron in the gas phase. The 
reduction potential at arbitrary activities (a) of OH, RH, and H+ 
can be expressed using the Nernst equation as 95 

 pH059.0log059.0)H|H()H|H(
H
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R

O

a

a
ROEROE o  (65) 

where the reduction potential E and the standard reduction 
potential E° are given in volts (they can be either absolute or 
relative to the reference, e.g. SHE), and pH = −log aH+. The 
activities of OH and RH can be expressed through the 100 

corresponding pKa values as 

 pH)H(p
H

a10 −= XK
XX aa  (66) 

where X is O or R, and the value pKa(XH) corresponds to the 
following reaction 

 XH ↔ X + H+ (67) 105 

Thus, the reduction potential depends on pH as a parameter. The 
reduction potential–pH diagrams are sometimes called Pourbaix 
diagrams,571, 572 and they have been a subject of numerous 
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theoretical studies (see recent works345, 481-484 and references 
therein).  
 Scheme 4 (part a) shows a Pourbaix diagram for the case when 
0 < pKa(OH) < pKa(RH). If pH = 0 and aOH = aRH = 1 (i.e., at the 
standard-state bulk concentrations of H+, OH, and RH), the 5 

potential E is equal to E°. If pH < pKa(OH) then aO < aOH = 1 and 
aR < aRH = 1. If pKa(OH) ≤ pH < pKa(RH) then aOH ≤ aO = 1 where 
aOH is expressed through aO by eqn (66). If pKa(RH) ≤ pH then 
aRH ≤ aR = 1 where aRH is expressed by eqn (66) through aR. One 
can obtain a Pourbaix diagram for the case 0 < pKa(RH) < 10 

pKa(OH) in a similar way (see Scheme 4, part b).  
 

 
Scheme 4 A schematic Pourbaix diagram where OH and RH are 
protonated forms of the oxidized and reduced species, respectively, with 15 

the corresponding pKa values, 0 < pKa(OH) < pKa(RH) (part a) and 0 < 
pKa(RH) < pKa(OH) (part b). The quantity C is a constant equal to ≈0.059 
volts per log unit. See the text for more details. 

 
Scheme 5 Predicted and observed Pourbaix diagram of the Ru(db) 20 

complex [db = N,N-bis(2-pyridinylmethyl)-2,2′-bipyridine-6-
methanamine] based on theoretical data from our previous work345 (gray 
lines) and on experimental data of Radaram et al.489 measured by UV/Vis 
spectrophotometric titration (brown dots and lines), respectively. The 
reduction potential E is defined relative to the SHE. Vertical lines show 25 

the corresponding pKa value (both theoretical and experimental).  

 In the case when OH or RH can be protonated, the Pourbaix 
diagram includes additional features related to the second pKa. 
For transition metal complexes when multiple oxidation states 
with stabilization of higher states by metal oxo formation are 30 

possible, pH-dependent proton-coupled electron transfer behavior 
becomes complex.572 For example, oxidation of [cis-
RuII(bpy)2(H2O)2]

2+ (bpy = 2,2′-bipyridine) involves four 
oxidation states and four different pKa's from pH = 1 to 9.572 
Another example is the complex [RuII(tpa)(H2O)2]

2+ [tpa = tris(2-35 

pyridylmethyl)amine] that can produce five oxidation states with 
different pKa's.345, 574 
 Scheme 5 shows the Pourbaix diagram predicted for a 
ruthenium-based water oxidation catalyst, the Ru(db) complex, in 
a recent study (by three of us)345 compared to experimental 40 

data.489 We used the SMD solvation model82 and new Minnesota 
exchange–correlation functionals, M11135 and M11-L.136 Our 
choice of M11 and M11-L was motivated by the fact that these 
new exchange–correlation functionals employ dual-range local 
exchange (M11-L) or range-separated-hybrid meta-generalized 45 

gradient approximation exchange (M11), and they demonstrate 
improved accuracy in comparison with many popular (but less 
sophisticated) functionals against a broad database of energetic 
chemical properties.135, 136 This advance in methodology allows 
for sufficiently reliable results in comparison with experiment. 50 

Indeed, for this particular complex (Scheme 5), we can predict 
the main features of an experimental Pourbaix diagram 
qualitatively and quantitatively (within a mean unsigned error of 
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about 0.1 V for E°). 

6.4. Water oxidation catalysts  

It is recognized that efficient conversion of solar radiation into 
chemical fuels is important for making the energy economy less 
dependent on fossil fuels, and one of the key reactions involved 5 

in the conversion of solar energy is the oxidation of water to O2 
with the use of catalysts containing transition metals.345, 575-577 
The development of efficient schemes for the oxygenation of 
hydrocarbons with water as both the oxygen source and the 
solvent by using supported metal compounds as catalysts has 10 

been found to be relevant and important as well.345, 574 
 Water splitting to molecular hydrogen and oxygen (2H2O → 
2H2 + O2) consists of two half-reactions. The first reaction 
involves the generation of oxygen (water oxidation) as 
H2O → ½O2 + 2H+ + 2e− with the oxidation potential (relative to 15 

the SHE in volts) E = 1.23 − 0.059pH, and the second reaction 
involves proton reduction as H+ + e− → ½H2 with the reduction 
potential E = − 0.059pH.492 The water oxidation step requires 
strongly oxidizing conditions (e.g., using CeIV as a sacrificial 
oxidant) and it is generally considered to be the bottleneck of the 20 

whole water-splitting reaction because of the complex nature of 
O–O bond making or breaking processes that may involve 
multiple proton-coupled electron transfers.492, 575, 577 
 There has been a dramatic surge of activity in the search for 
novel transition metal molecular complexes (e.g., containing Ru, 25 

Ir, Co, Fe, Cu, or Mn) able to catalyze effectively the oxidation of 
water to molecular oxygen (see, for example,345, 492, 577-586 and 
references therein). Computer-aided search for novel water 
oxidation catalysts involves elucidation of the mechanisms of 
catalytically activated water–oxidation reactions and the key 30 

factors that control such reactions,485 with one goal being to 
increase the catalysts' efficacy. This search also includes studying 
the mechanisms of ligand dissociation and oxidative 
decomposition as major deactivation pathways for such catalysts, 
with intent to improve the catalysts' durability.492   35 

 Many recent studies480-485, 487, 489, 492, 587-590 have explored 
ruthenium-based water oxidation catalysts, based on the favorable 
oxidation potentials associated with proton-coupled-electron-
transfer processes that take coordinated water molecules to 
electrophilic metal-oxo species. However, the search for cheaper 40 

materials based on more earth-abundant metals has been under 
way as well. For example, the mechanistic details of water 
splitting by a supported iron catalyst have been investigated 
recently by using DFT and multireference second-order 
perturbation theory.491 The same comparison of levels was 45 

undertaken by Vigara et al.590 who found that the CASPT2 level 
afforded agreement with experiment to within 110 mV for an 
oxidation that did not involve proton transfer. By contrast, 
predictions from M06-L were found to be somewhat sensitive to 
basis set, with the largest basis sets leading to underestimations of 50 

reduction potentials on the order of 300 mV. More recent work 
suggests that M06-L may systematically underestimate some 
higher oxidation potentials of ruthenium-based water splitting 
catalysts; however, good results have been obtained with the 
more recent M11-L functional.345, 591 The degree to which this 55 

observation may affect computations involving metal centers 
other than ruthenium has not yet been fully explored, although 

unpublished results from one of our laboratories suggests that the 
same improved performance of M11-L compared to M06-L 
applies to copper-based catalysts as well. 60 

 Another recent work with earth-abundant metals involves a 
DFT study of the complete water oxidation and oxygen evolution 
reaction cycle based on a MnIII–MnV dimer model catalyst.488 
Studies of the water oxidation catalysts based on abundant first 
row transition metals have been recently reviewed by Singh and 65 

Spiccia.592 The present status of DFT studies on water oxidation 
in photosystem II (including studies of proton release pathways 
and mechanisms for O–O bond formation and O2 release) has 
been discussed by Siegbahn.581 One hallmark of Siegbahn’s work 
on redox catalysis in general is a reliance on the B3LYP 70 

functional, often with a somewhat reduced percentage of Hartree–
Fock exchange (e.g., 15%), to predict reduction potentials; 
Siegbahn has emphasized that the computation of the energetic 
change for an entire catalytic cycle, and its comparison to 
experiment, is a more rigorous test of the utility of a given 75 

functional than comparison of errors for individual redox steps, 
where systematic errors can accumulate to a larger error for the 
full cycle.581 
 Water oxidation on pure and doped hematite (α-Fe2O3) (0001) 
surfaces has been studied by periodic DFT calculations (studied 80 

dopants include Ti, Mn, Co, and Ni, as well as Si and F).490 In 
addition, Man et al.593 have recently employed first principles 
periodic DFT calculations to elucidate the mechanism for 
electrocatalytic oxygen evolution on oxide surfaces for a number 
of oxides including rutile, perovskite, spinel, rock salt, and 85 

bixbyite. A density functional investigation of the activity of 
cobalt oxides for the electrochemical oxidation of water has been 
carried out by Bajdich et al.594 
 When water splitting is used to generate protons, it may be 
their reduction to dihydrogen gas that generates a solar fuel. In 90 

one recent study of the electrochemical details associated with 
that process, Sundstrom et al.595 explored the mechanism of 
proton reduction for a molybdenum-based catalyst. Comparing 
B3LYP, BP86, and ωB97, they found that only BP86 gave good 
agreement with measured reduction potentials. It was not 95 

assessed whether this observation might be assigned to the local 
character of the BP86 functional versus the hybrid character of 
the other two, but it is interesting to note that BP86 has also been 
found to predict bond-dissociation enthalpies for cobalt–carbon 
bond homolyses in better agreement with experiment than, say, 100 

B3LYP;522, 596 the Co–C bond homolysis by its nature reduces 
cobalt by one electron so the reduction potential plays a role in 
the net bond strength. 

7. Concluding remarks 

We have discussed various approaches for the prediction of 105 

liquid-phase reduction potentials and related properties based on 
implicit-solvent and explicit-solvent models and on linear free 
energy relationships, together with recent studies applying these 
computational protocols to various classes of chemical systems in 
aqueous and nonaqueous solutions. We have emphasized the 110 

challenges associated with the use of such protocols for 
applications to real systems (see, for example, sections 3.6 and 
4.7). We have also addressed issues pertaining to the 
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thermochemical convention for the electron and the proton as 
well as to the absolute reference potential of the standard 
hydrogen electrode. 
 We believe that the future of computational electrochemistry 
lies in incorporating more complexity and less ideality into the 5 

modeling of real systems including, for example, the presence of 
side reactions, capacitance, unwanted oxidation or reduction of 
solvent, poisoning of electrodes, coupling electrochemical events 
to photon absorption, overpotentials, and kinetic effects in 
addition to static voltages. One reason (among many) for the 10 

increased interest in electrochemistry now and in the near future 
is the increasing demand for better batteries and fuel cells, and a 
key challenge for theory is to help design better ones, not just to 
understand existing ones.  
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