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Living cells rely on chains of energy transfer involving
functionally identified components and organizations to
maintain their metabolism from an energy source. How-
ever, propagation of a sustained energy flux through a cas-
cade of reaction cycles has only been recently reproduced
at a steady state in simple chemical systems. As observed
in living cells, the spontaneous onset of energy-transfer
chains notably drives local generation of singular dissi-
pative chemical structures: Continuous matter fluxes are
dynamically maintained at boundaries between spatially
and chemically segregated zones but in the absence of any
membrane or predetermined material structure.

Introduction

The striking examples of function-driven organization and be-
havior of biological matter have continuously filled the dreams
and motivated the works of chemists. Indeed, they provide
obvious and challenging outcomes of interactions at the level
of atoms and molecules. Natural products, biomolecules,
cell membranes, etc., inspired key works, which ultimately
led chemists to establish powerful structure-property relation-
ships at the molecular and supramolecular levels. In contrast,
several biological phenomena arising at the system level—
integrating the interactions, the reactions, and the motions of
the molecules—still escape understanding of chemists. It is
precisely the purpose of Systems Chemistry to design and im-
plement strategies aiming to reproduce them and extend their
scope.1,2

At the system level, a living cell is indeed complex and
rather counter-intuitive for a chemist. Beyond its composition
(close to sea water for its inorganic components3 but much
more concentrated in organic molecules—about 0.3 mol.l−1 in
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E. Coli4), it is a highly heterogeneous (but deterministic) mix-
ture of components (typically more than 106) at concentrations
covering an extremely wide 10−13-10−1 mol.l−1 range. More
significantly, it is an autonomous out-of-equilibrium chemical
system at steady-state.

Whereas the first feature is singular but deserves no more
specific comment at that point, it is worth to make clear the im-
plications of the second one. A mixture of reactants submitted
to a chemical reaction evolves and relaxes toward chemical
equilibrium. Once this state is reached, the system compo-
sition does not evolve anymore and the overall rate of each
chemical reaction is null; this is known as the principle of de-
tailed balance.5 In contrast, the same reactive system in an
out-of-equilibrium steady-state still exhibits constant concen-
trations but with values departing from equilibrium ones such
that the overall rates of chemical reactions now remain non-
vanishing. This breakdown of the detailed balance coupled
to the steadiness of concentrations implies that all transforma-
tion fluxes—while being individually nonzero—globally can-
cel each others: nonequilibrium steady states must be main-
tained by cyclic processes.5

This last property implies that the concentrations in reac-
tants and products are not anymore governed by the sponta-
neous chemical relaxation occurring in the system: at least one
independent process (diffusion from a source or a sink, cou-
pling with an external chemical reaction, photochemical reac-
tion,. . . ) has to drive concentration values at a rate which is
much larger than the spontaneous chemical relaxation. Since
the system is maintained out-of-equilibrium with respect to
the relaxing chemical reaction, it produces a flux of entropy.
Therefore, beyond being fast enough, the driving process is
necessarily energy-consuming: a living cell is a dissipative
system, which is crossed by fluxes of energy.

Conversely it has been argued that the emergence, organi-
zation, and persistence of life on Earth could be interpreted in
the light of energy fluxes.6–8 Life, and in particular core bio-
chemistry, could have acted as a relaxation channel that was
driven into existence by primordial energy sources. Beyond
its biological relevance, this attractive statement may provide
a useful guideline for Systems Chemistry. Indeed it identi-
fies key actors (an energy source, generalized catalysts9) and a
scenario (assemblying chains of energy transfer) to build min-
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imal “living” cells.

In a chain of energy transfer (Fig. 1), an energy source
drives a primary reaction cycle to a non-equilibrium state. The
activated primary reaction cycle acts in turn as a secondary
source, which transfers its free energy to secondary reaction
cycles by coupling.10,11 Further series of reaction cycles graft-
ing events propagate energy throughout the whole network of
chemical reactions. Maintaining continuous reaction cycles
leads to two major energetic consequences: (i) Each reaction
cycle possesses a nonzero free energy ∆rG and thus acts as a
static reservoir of energy; (ii) Each reaction cycle is subject to
nonzero reaction fluxes and thus acts as a dynamic source of
entropy production.

S₁*

S₁

S₂* S₃*

S₂ S₃

Energy
Source

Wastes

Chain of energy transfer

Energy dissipation

...

Fig. 1 Onset and propagation of a chain of energy transfer. An
external source of energy brings and maintains in an
out-of-chemical equilibrium state S∗1 the concentrations of a first
subset of reactants. The continuous spontaneous relaxation from S∗1
back to the equilibrium state S1 leads to the emergence of a primary
dissipative reaction cycle C1. The activated state S∗1 is a putative
secondary source of free energy. Thanks to coupling, it can bring a
second subset of reactants to an out-of-equilibrium state S∗2, which
leads to transfer free energy to a secondary cycle C2 grafted on the
primary one. As long as they satisfy the thermodynamic and kinetic
constraints for coupling and free energy transfer, further series of
reaction cycles grafting events can occur to propagate energy
throughout a whole network of chemical reactions.

In fact the concept of chain of energy transfer provides
a useful causal guideline to read out both the composition
and the organization of a living cell. For example, in pho-
tosynthetic microorganisms, which relies on light, long-lived
charge separation in photoactive transducers is primarily cou-
pled with vectorial proton translocation across a membrane.
Then the photogenerated electrochemical proton gradient is
used by ATP-synthase as a secondary free energy source for
ATP synthesis.12 Thanks to enzymatic transducers, ATP hy-
drolysis subsequently drives the endergonic chemical reac-
tions of the whole metabolism.

Design of an energy transfer chain

In relation to designing a chain of energy transfer, driving a
primary reaction cycle to a non-equilibrium state is not a dif-
ficult task. An assembly of reactants in a non-equilibrium
state may directly be used as a primary source of chemical
energy. Alternatively, chemists commonly use light or electric
energy for molecular activation so as to shift reactive systems
away from their state of thermal equilibrium. In contrast—
and despite its ubiquity in biosystems—free energy transfer
by means of coupled reactions does not presently belongs to
the chemical repertoire.13,14 Coupling two chemical reactions
as such is not demanding: the realization of one reaction has
to influence the occurence of the second. The simplest way to
couple two reactions is to rely on a same reactant. However
such an approach is limited to coupling two reactions involv-
ing a same field of reactivity. In contrast, molecular trans-
ducers incorporating allosteric catalytic sites may couple re-
actions involving orthogonal reactivities.13

Hence, in living systems, reaction coupling involves trans-
ducers catalyzing orthogonal reactions (e.g., ATP-synthase
coupling proton exchanges with esterification), shared “hub”
reactants (e.g., ATP or NADH), and spatial matter exchanges
(both active and passive matter transport occur in the hetero-
geneous cell environment15,16). The thermodynamic require-
ment for free energy transfer by means of coupled reactions
is well-established: free energy dissipation associated to the
spontaneous realization of the “driving” reaction pays for the
occurence of the endergonic reaction.10,11,17,18 In contrast, the
kinetic constraints governing the effective realization of the
free energy transfer are not widely recognized: (i) To avoid
free energy leakage, chemical relaxation associated to the re-
alization of the “driving” reaction alone should be slower than
chemical relaxation associated to the realization of the “driv-
ing” reaction coupled to the endergonic reaction; (ii) The rate
constants associated to the realization of the “driving” reaction
should be large enough so as to force the values of the control
parameters of the endergonic reaction (“slave” reaction).13 Bi-
ological energy-transfer chains exhibit such a thermokinetic
hierarchy and are highly efficient for preventing the dissipa-
tion of energy as heat.

Realizations of energy transfer chains

Two papers have recently reported independent efforts to build
chains of energy transfer propagating energy throughout net-
works of chemical reactions at steady-state.19,20 Both retained
a simple design:

• A spatially distributed source of energy is applied;

• This results in the generation of concentration gradients;
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• Several chemical reactions involving the same reactants
and products are differently driven depending on the spa-
tial position;

• Spatially extended cycles of chemical reaction and mass
transport fluxes are eventually established.6–8

This results in spatial dynamic self organization (Fig. 2).21 In
particular, at the spatial scale where matter transport is faster
than chemical relaxation, mass transport drives local concen-
trations out-of-chemical equilibrium (“chemical slavery” prin-
ciple13) and energy can propagate throughout coupled reac-
tion cycles as well as in space.

Although without metabolic closure—as they still rely on
preexisting non-self-synthesized compounds22— the investi-
gated networks of chemical reactions consume, propagate and
use energy for organizational purposes. Moreover, since ob-
servations are performed in open microsystems at steady-state,
the experimental design is compatible with high-throughput
screening the composition of the external medium as well as
the application of further constraints to generate more com-
plex dynamic behaviour.

Polymerization in a thermal gradient

In a recent paper, D. Braun et al20 address the dynamic emer-
gence of biopolymers in a diluted world. Indeed biopoly-
mers are presently the vital building blocks of all known life
forms. However spontaneously forming one of their bonds
typically requires monomer concentrations above the millimo-
lar range. How significantly “long” biopolymers (e.g. self-
replicating ribozymes) could have originally emerged in the
absence of concentrated soup of monomers? D. Braun et
al have introduced and experimentally demonstrated a mech-
anism to bridge this gap: the escalated polymerization of
oligonucleotides by a spatially confined thermal gradient,
which would be typically observed in porous materials of hy-
drothermal vents (Fig. 3).

The gradient first accumulates oligonucleotide monomers
by thermophoresis and convection. In the zone of largest
monomer concentration, reversible monomer polymerization
occurs by means of pairing of complementary sequences. At
their turn, the polymers are locally trapped by thermophoresis
and convection retaining longer polymers exponentially bet-
ter. Thus polymerization and accumulation become mutually
self-enhancing and result in a hyperexponential escalation of
polymer length. Taking into account the thermophoretic prop-
erties of RNA, D. Braun et al suggest that a pore length of 5 cm
and a temperature difference of 10 K over 100 µm width is suf-
ficient to locally polymerize 200-mers of RNA in micromo-
lar concentrations from a higly dilute solution of monomers
(nanomolar concentration). Under such conditions, the prob-
ability to generate these long RNAs is raised by an impressive

Equilibrium state Nonequilibrium state

Nonactivated zone Activated zone

Activation flux

Relaxation flux

Diffusion flux

Energy flux

Entropy production

A B

C

Fig. 2 Design of a chain of energy transfer resulting from spatially
heterogeneous activation. A: At equilibrium, each reaction of a
reactive network is detailed balanced; reactant concentrations are at
their equilibrium values and no reaction flux is sustained. B: When
connected to an energy source, non-detailed balance reactions can
be maintained, establishing a primary dissipative reaction cycle C1
that drives reactant concentrations out-of-equilibrium and
continuously produces entropy. C: A physical connection between
equilibrated and activated systems locally generates an extended
cycle C2, which involves reactions and mass transport, propagating
the energy flux in space and delocalizing the entropic dissipation. A
similar phenomenon arises when matter transports rather than
chemical reactions are activated (see Fig.4), or when two differently
activated systems are connected (see Fig. 6).

> 10600 factor compared with polymerization in a chemical
equilibrium.

The chain of energy transfer generated in the preceding sys-
tem is most easily evidenced by considering the thermogener-
ated concentration map within the pore (Fig. 4). In the ab-
sence of any thermal gradient, monomer concentration is van-
ishing and homogenous within the pore. In contrast, the forced
temperature gradient is a source of free energy able to gener-
ate and maintain concentration gradients. As a consequence,
monomer concentration (and thus chemical potential) is con-
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Fig. 3 Local endergonic polymerization in a thermal gradient. A: A
water-filled pore is open at the top and exposed to a solution of
monomers engaged in a reversible reaction of polymerization. At
monomer concentrations much below the dissociation constant,
polymerization is thermodynamically disfavored: no significant
amount of polymer is formed in the system at constant temperature.
B: This situation markedly changes when the pore is subjected to a
spatially confined horizontal temperature gradient. The temperature
gradient drives thermal convection (−→) originating from the
thermal expansion of water at the hot side. Additionally, the
monomers and any formed polymer move from hot to cold via
thermophoresis (=⇒). C: As a consequence of the combination of
both effects, the monomers are accumulated at the pore bottom,
exponentially dependent on the molecule length at optimal trap
width. D: As a result of locally enhancing concentrations, high
molecular weight polymers are formed at the pore bottom. The
figure is inspired from Fig. 1 in reference 20.

siderably increased at the pore bottom so as to start to sig-
nificantly generate polymers as a spontaneous chemical relax-
ation; this generates a first dissipative cycle C1. Polymers will
themselves be trapped at the pore bottom, guarantying their
thermodynamic stability, but a small quantity will eventually
reach the top of the pore. Due to their high dilution there,
this small excess of polymer will in turn spontaneously relax
by depolymerization, releasing back the monomers; this con-
stitutes a secondary cycle C2. The full set of these processes
consists in a large chemical reaction/mass transport cycle C3:
monomers are transported to the pore bottom where they get
polymerized, polymers are transported to the top of the pore
where they get hydrolyzed, and so on in a continuous cyclic
flux.

From a dynamic point of view, two different processes can
be distinguished. At first, a progressive polymerization and
accumulation of the resulting polymers will be performed.
This is a chemical flux that can only be vanishing, until the
steady state is reached. From an energetic point of view,
this process is an energy storage, as polymers that would not
be stable in the absence of the temperature gradient are syn-
thesized and accumulated. Then, a large cycle of monomer

ΔT

n.Mn.M

Mn

Mn Mn

n.M

Top

Bottom

Fig. 4 Reactive and transport processes occurring from
polymerization in a thermal gradient. The thermal gradient
generates the motion of the monomers leading to the formation of a
concentration gradient with largest concentration at the pore bottom,
driving the formation of polymers. It results in the activation of a
primary dissipative reaction cycle C1. Despite enhanced trapping
with respect to monomers, a small part of the polymer molecules
eventually arrives at the pore top where they spontaneously
depolymerize, yielding to locally replenish in monomers. It results
in the activation of a secondary dissipative reaction cycle C2. The
resulting unbalance between the top and the bottom of the pore
cause activation of an extended reaction-convection cycle C3 similar
to a pump transporting monomers from the top to the bottom zone
and polymers from the bottom to the top zone. The relative reactant
concentrations are related to the font sizes. Solid arrows represent
the local fluxes, and dashed arrows show the mass transports.

transport/polymerization/polymer transport/depolymerization
is progressively established. Eventually, this large cycle will
be non-vanishing at steady state, dissipating the consumed en-
ergy.

The preceding reaction-convection cycle is not the sole pro-
cess active to dissipate energy. In fact convection alone leads
to a large entropy production and may become the major dis-
sipative process. However, the significance of this cyclic pro-
cess should not be underestimated in the present context, espe-
cially when polymerizing different monomers, as for example
to form RNA from nucleotides. In the absence of this cycle,
polymerization reactions would be strictly at chemical equi-
librium in each of the pore zones. As a consequence, it would
result in a combinatorial mixture of polymers exhibiting an
equilibrium distribution. In contrast, in the presence of an
active reaction-convection cycle, an excess of polymerization
occurs at the pore bottom, and an excess of depolymerization
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takes place at the pore top. The two opposite reactions are per-
formed in different conditions, which drives an irreversible
polymerization/depolymerization process, that actively gen-
erates polymers at steady-state. Interestingly, this is also a
sine qua non condition to form polymers exhibiting sequences
escaping thermodynamic disorder.23 As a consequence, opti-
mizing the establishment of the dissipative cycle would be a
way to maximize the probability for the emergence of non-
trivial sequences.

Conversion of light into chemical energy

Inspired by photosynthesis, in which visible-light absorption
ultimately shifts the hydrolysis of colorless ATP (giving rise
to colorless ADP and inorganic phosphate) out of equilibrium,
Jullien et al have introduced a mechanism in which light can
locally set out-of-chemical equilibrium a reaction involving
“blind” reactants. The design of their chain of energy transfer
relies on a transducer (2-hydroxy-3,5,6-trichloro-azobenzene,
further referred as HTCAB, a photoacid which becomes more
acidic upon light absorption), for which light absorption leads
to energy storage upon conversion to a state of higher free en-
ergy, and a “hub” reactant (the proton). A patterned illumina-
tion was applied to a liquid solution of the reversible photoacid
which becomes more acidic upon light absorption.24,25 It re-
sulted in the formation of an acidic well at steady-state. To
propagate this light-powered primary spatial organization and
increase its complexity, Jullien et al introduced slow proton-
exchanging components (CO2 (solv)/HCO–

3 ), which got cou-
pled with the primary driving reactions. As a result, they
photogenerated non-trivial nonmonotonic proton concentra-
tion profiles in a steady-state (Fig. 5).

Without light, the relative proportions in the acidic and ba-
sic states of T and C stereoisomers are governed by thermally-
driven exchange processes. In particular, the solution pH is
fixed by T, which is the only stereoisomer existing at chemi-
cal equilibrium.

Light induces photoisomerization between the cis and trans
stereoisomers of HTCAB (noted respectively C and T), each
of them existing in either a protonated and a deprotonated state
(noted respectively TH and T– for T, CH and C– for C).24,26

Light drives the realization of four new exchange processes:
TH−→ CH, CH−→ TH, T– −→ C– , and C– −→ T– . This leads
to steady states with a T/C ratio that depends on the irradia-
tion wavelength. Namely, UV irradiation tends to favor the
formation of the cis stereoisomer, while blue irradiation the
trans stereoisomer.

Due to the difference of proton exchange properties of the
stereoisomers, irradiation is accompanied by a more complex
chemical process. During a transient regime, global conver-
sion of trans to cis compounds T−→ C leads to initially estab-
lish an acidification flux, which is progressively challenged

UV

Blue

N N

O H

Cl
Cl

Cl
TH

Less acidic

N N

OH
Cl

Cl
Cl
CH

More acidic

A

B

100 µm 

UV Irradiation

Blue Irradiation

C

-1 -0.5 0 0.5 1
x (mm)
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-0.5
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0.5

1

y 
(m

m
)
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7
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pH

① ④③②

Fig. 5 Evidence for conversion of light into chemical energy. A:
Photoisomerization of HTCAB. In the trans stereoisomer TH,
acidity is diminished by the hydrogen bond between the phenol and
an azo nitrogen, whereas in the cis configuration CH the hydrogen
bond is lost, restoring the intrinsic acidity of the substituted phenol.
UV and blue illuminations respectively favor cis and trans
stereoisomers; B: UV (40.5 µm-wide Gaussian 375 nm light sheet)
and blue (uniform at 480 nm) illumination pattern applied on
100 µm-thin solution layer containing HTCAB, and Fluorescein as a
fluorescent pH reporter; C: Experimental pH maps at steady-state
retrieved from the 2 mm×2 mm epi-fluorescence microscopy field
of view upon submitting an atmosphere-equilibrated 3.0 10−4 M
HTCAB and 1.25 10−6 M Fluorescein solution in water:acetonitrile
1:1 (v/v) to a UV + blue illumination with respective photon fluxes
I0(375) = 8.810−2 Ein.s−1.m−2 and
I0(480) = 7.910−3Ein.s−1.m−2 at T=298 K. The zones 1©– 4© are
indicated in reference to Fig. 6C.

by a reverse alcalinization flux C−→ T, as C accumulates. At
steady state, the continuous deprotonation flux of CH is bal-
anced by the continuous protonation flux of T– (see Fig. 6A).
Thus a primary light-sustained dissipative cycle C1 is acti-
vated. In the resulting steady-state, the set of concentrations
{TH,T−,CH,C−,H+} differs from the one at chemical equi-
librium; in particular CH and C– are photogenerated and the
solution becomes more acidic than without illumination. The
acidification extent is thus significantly dependent on the ir-
radiation wavelength, as a function of the steady-state value
of the T/C ratio. Whereas a large acidification is eventually
obtained with UV irradiation that favours the formation of C
states, a weak acidification is obtained with blue irradiation
that favours the formations of T states (Fig. 5).

The experiments have been performed in presence of a
nonuniform irradiation: a thin UV stripe is applied in a
uniformly blue-irradiated system (see Fig. 5B). As a conse-
quence, each zone leads to different steady state concentra-
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Fig. 6 Reactive and diffusive processes occurring from irradiating
HTCAB solutions. A: Homogeneous illumination drives both
acidification and alcalinization fluxes associated to HTCAB
photoisomerization. During an acidification process upon T
irradiation, the initial acidification flux is progressively compensated
by an alcalinization process; after a transient regime of acidification,
light sustains a primary dissipative reaction cycle C1 at steady state.
B: With the patterned illumination, different steady-states are
reached by C1 in the blue- ( 1©) and UV- ( 2©) illuminated zones. The
resulting concentration gradients at the corresponding boundary ( 3©)
cause photo-activation of an extended reaction-diffusion cycle C2
similar to a proton pump transporting protons from the blue- to the
UV-illuminated zone. C: In the presence of dissolved CO2, further
proton exchanges involving CO2-derived species get driven by the
proton pump, which cause the emergence of a tertiary
reaction-diffusion cycle C3. Due to the slow hydration of dissolved
CO2, proton release from H2CO3 ionization takes place beyond the
location of the proton pump (zone 4©), generating basic wings on
the side of the pH well as seen in Fig. 5C. The relative reactant
concentrations in the zones 3© and 4© are related to the font sizes.
Full arrows represent the chemical fluxes and dotted arrows the
chemical diffusions.

tions, more acidic in the UV-irradiated zone than in the blue-
irradiated zone. This results in concentration gradients, espe-
cially abrupt at the sharp boundary between the blue and UV
illuminated zones (e.g. the concentration in H+ is multiplied
by ten over a distance of few tens of µm). Concentrations
are here not anymore solely governed by the light-sustained
photochemical and proton exchanges, but as well by the re-
laxation matter fluxes induced by diffusion. In contrast to the
situation encountered at steady-state with a homogeneous il-
lumination (Fig. 6A), the continuous CH-deprotonation and
T– -protonation fluxes now only partially cancel each other. It
results in the generation of a continuous deprotonation flux
of HTCAB—related to a proton source—in the UV-irradiated

zone, and a continuous protonation flux—related to a proton
sink—in its periphery (Fig. 6B). Thus a spatially-segregated
photocycle of reaction-diffusion C2 involving protons as well
as HTCAB compounds emerges at the boundary of the UV-
irradiated zone. It can be compared to a membrane-free pho-
todriven proton pump27 working at a steady-state, in which
protons are continuously pumped from the blue- to the UV-
illuminated zone. This process counteracts the spontaneous
proton diffusion from the UV- to the blue-illuminated zone,
and avoids excessive widening of the pH pattern.

This photogenerated reaction-diffusion dissipative cycle
can be coupled further in presence of other acidobasic couples.
Namely, in the presence of carbon dioxide-derived species,
in the UV-irradiated area—where protons release is driven by
the proton pump—there is a continuous protonation flux trans-
forming HCO–

3 into H2CO3 and dissolved CO2. In its remote
periphery, CO2 hydration leads to release protons and HCO–

3
from H2CO3. As a consequence, a tertiary reaction-diffusion
cycle C3 emerges, branched onto the secondary one C2.

An interesting property of the CO2/HCO–
3 acidobasic cou-

ple is its slow kinetics—in link with the slow CO2 hydration.
This implies that the relaxation process by diffusion counter-
acting the nonequilibrium acidobasic processes is performed
over a larger distance than the one involving HTCAB com-
pounds: C3 propagates much farther than C2 (Fig. 6C). The
photocycle of reaction-diffusion C2 does not spatially extend
much beyond the close periphery of the UV-irradiated zone,
as the proton exchange kinetics involving C/T compounds
are very fast. In contrast, the H2CO3 molecules generated
by fast protonation of HCO–

3 in the UV-irradiated zone do
not have enough time to locally dehydrate and yield CO2;
hence H2CO3 locally accumulates with respect to CO2. Con-
versely, in the close periphery of the UV-illuminated zone, the
CO2 molecules cannot regenerate the consumed H2CO3 fast
enough to locally reach the thermodynamic regime; CO2 thus
accumulates with respect to H2CO3. Hence, the C3 cycle is
active at a significantly large distance associated to the slow
CO2 hydration, while the extent of the C2 cycle is typically
limited by the distance associated to the relaxation of the blue
light-driven TH2Cl3 photo-isomerization.

The coexistence of two proton exchange dissipative cycles
of different spatial extension is revealed by a singular pH map
as seen in Fig. 5C. As shown in Fig. 6C, the proton pump C2
continuously pumps protons from the close proximity of the
UV-illuminated zone (zone 3©) to the UV illuminated zone
(zone 2©). In contrast, the reaction-diffusion cycle C3 con-
tinuously pumps protons from the UV-illuminated zone (zone
2©) to the remote periphery of the UV-illuminated zone (zone
4©). The spatial desynchronization of the two cycles leads to

a H+ deficit interval, resulting in the generation of a pH well
circumvented by two wings as observed experimentally.

Here again, this process is characterized by both storage and
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dissipation of chemical energy. Far from the UV-illuminated
zone where illumination is homogeneous, only the primary
cycle C1 participates to light energy dissipation by maintain-
ing HTCAB concentrations at non-equilibrium values. There,
C1 is futile and not coupled. In this zone, chemical energy is
solely stored in the nonequilibrium T/C ratio, in direct rela-
tionship with the photochemical reaction.

In contrast, in the UV-illuminated zone and at its bor-
ders, energy dissipation gives additionally rise to dissipative
reaction-diffusion cycles of various spatial extension, coupled
one to each other in a chain of energy transfer. Effective en-
ergy is transferred from light to not only the T/C compounds,
but also to the CO2-derived species, as well as under the
form of steady concentrations gradients. The nonequilibrium
state of CO2 is revealed by computing for all the chemical
reactions the spatial dependence of ∆rG = RT ln(Qr(x)/Kr),
where Qr(x) and Kr designate respectively the local concen-
tration quotient and the thermodynamic constant associated
to the reaction r. At any position, the system proved to be
essentially at local chemical equilibrium with regards to all
the reactions except ionization of dissolved carbon dioxide
in the UV-irradiated zone and at its borders. For this reac-
tion, whereas Q is equal to 40% of K in the UV-illuminated
zone, it rises up to 160% of K in its periphery. Hence the ratio
[H3O+]× [HCO−3 ]/[CO2] varies by a factor 4 around its equi-
librium value over 100 µm. A notable quantity of chemical
energy originating from light eventually got stored as nonequi-
librium concentrations of dissolved CO2.

Concluding remarks

On the basis of two experimental systems summed up in Ta-
ble 1, the preceding paragraphs converge to validate the rele-
vance of patterning energy sources on which reaction cycles
are grafted to generate and sustain at steady-state chains of
energy transfer in abiotic systems. Grafting a reversible poly-
merization reaction involving an oligonucleotide monomer
onto a patterned temperature profile locally drove the for-
mation of an endergonic polymer and a continuous dissipa-
tive polymerization/depolymerization process. Grafting a re-
versible photoacid and proton exchange reactions onto a pat-
terned illumination profile led to establish a spatially extended
proton pump, and to locally depart from its equilibrium a re-
action in which reactants and products do not absorb light. In
fact, sustaining reactive systems out of equilibrium at steady
state is an essential prerequisite to reproduce some of the most
attractive dynamic features of biochemical systems13 as well
as to benefit from a significant kinetic window to experience
Darwinian evolution in a chemical world.28

It is worth to emphasize that multiple energy sources are
relevant to generate and sustain at steady-state chains of en-
ergy transfer. Temperature gradients and light have been used

to introduce diffusion-mediated frustrations in the two experi-
mental systems presented above. However it exists numerous
alternative approaches (for instance relying on microsystems
or microelectrodes) to drive spatial concentrations of reactants
down to the micrometer scale in a medium in which diffusion
is active.29–32

Energy sources patterning associated to reaction cycles
grafting are also directly relevant to engineer “chemical en-
tities”33 which may emerge and sustain, provided that their
“protometabolism” can extract and propagate energy from the
medium. Interestingly, in both systems reported above, the
onset of the chains of energy transfer was notably accompa-
nied by the emergence of two constitutive features of living
systems: (i) medium-dependent (phenotypic) expressions of
singular spatial distributions of matter and (ii) local sustain-
ability of non-vanishing reaction fluxes.

It now remains to extend the principle of energy propaga-
tion and coupling chemical cycles to new types of chemistries.
Non-covalent associations34 as well as polymerization re-
actions35 could be particularly attractive to introduce non-
linearities. Indeed, further biologically-relevant phenomena
leading to highly complex organizations are expected from
grafting reaction cycles introducing feedbacks on the former
cycles (Fig. 1).
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