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Systematic study of exciton diffusion length in
organic semiconductors by six experimental
methods†
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Arvydas Ruseckas,d Alexander Mikhailovsky,a Reilly P. Raab,a Jianhua Liu,a
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Six experimental methods have been used to investigate the exciton

diffusion length in materials with systematic chemical modifications.

We find that exciton diffusion length correlates with molecular

ordering. We discuss situations in which certain experimental tech-

niques are more appropriate.
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Exciton diffusion plays a vital role in the function of many
organic semiconducting opto-electronic devices. Exciton diffu-
sion length (LD) is the characteristic distance that excitons are
able to diffuse during their lifetime in a given material. A short
LD limits the dissociation of excitons into free charges in planar-
heterojunction organic solar cells.1,2 Conversely, a long LD in
organic light emitting diodes (OLEDs) can limit luminous effi-
ciency if excitons diffuse to non-radiative quenching sites such
as oxidation defects,3 electrodes,4 and polarons.5 Exciton diffu-
sion has been studied in a number of small molecules1,2,6–17 and
conjugated polymers.9,18–32 However, it remains challenging to
understand the relationship between the chemical structure
and the exciton diffusion length. There are only a few works
which investigate exciton diffusion length as a function of
chemical structure.1,11,13,21,27,33 In particular the effect of conju-
gation length on the exciton diffusion has not been addressed.

Several methods have been used to measure exciton diffu-
sion length; however, it is unclear which methods are more
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reliable for a given situation. Reported techniques to measure
exciton diffusion length include photoluminescence (PL)
surface quenching,1,11,21,22,24–26,34–37 time-resolved PL bulk
quenchingmodeled with aMonte Carlo simulation,16,27 exciton–
exciton annihilation,15,23,26,29,38 modeling of solar cell photocur-
rent spectrum,6,9,10,18,35,39–45 time-resolved microwave conduc-
tance,17,46,47 spectrally resolved PL quenching,13,33,48,49 and
Förster resonance energy transfer theory.13,33,50 Currently, there
is little known on how the value of the measured exciton
diffusion length of the samematerial can vary depending on the
technique employed. Consequently, it is difficult to draw
conclusions regarding the structure–property relationships
across previous studies.

In this work, a thorough investigation has been performed to
study the dependence of exciton diffusion length on chemical
structure using six experimental techniques. We have utilized
phenyl substituted diketopyrrolopyrrole (DPP) small molecules
(Fig. 1) as our model system. The chemical structure has been
systematically modied in regards to conjugation length and
functional groups. We show that decreasing the conjugation
length increases molecular ordering, which is correlated with
an enhancement of exciton diffusion length.
Fig. 1 Chemical structures for compounds A, B, and C.
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In general, a diffusion length is dened as the root mean
squared displacement of a particle from its initial position
during time s (ref. 51):

LD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

dLi
2 ​

N

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2ZDs

p
; (1)

where dLi is the displacement of a particle i from its original
position and N is the total number of excitons. In the case of
one-, two-, or three-dimensional diffusion, Z is equal to 1, 2, or

3, respectively.51 However, in context of exciton diffusion a
ffiffiffiffiffi
2

p
factor is oen omitted in eqn (1) and the values of LD are oen
reported for the one-dimensional case:

LD ¼
ffiffiffiffiffiffi
Ds

p
: (2)

To be consistent with literature, we use eqn (2) in this work
to dene the exciton diffusion length.

Fig. 1 shows the chemical structures of the compounds that
were used in this work. When going from compound A to B the
conjugation length is increased by two thiophene units.
Comparing B to C highlights the impact of the functional group
by the replacement of the linear alkyl chains on the lactam
nitrogen units with ethyl–hexyl groups. These variations in
chemical structures have been shown to induce different
molecular packing and lm morphology,52 which may impact
the exciton diffusion length.

To understand how the experimental technique inuences
the resulting value of the exciton diffusion length we have used
six methods to independently measure the exciton diffusion
length for compounds shown in Fig. 1. The exciton diffusion
length was measured using steady-state PL surface quenching
(SS-SQ), time-resolved PL surface quenching (TR-SQ), exciton–
exciton annihilation (EEA), time-resolved PL bulk quenching
modeled with a Monte Carlo simulation (BQ-MC), time-resolved
PL bulk quenching tted with the Stern–Volmer equation (BQ-
SV), and estimated using Förster resonant energy transfer
(FRET) theory.

In the surface quenching techniques – such as SS-SQ and
TR-SQ – steady-state or time-resolved PL is measured to
determine the exciton quenching efficiency in bilayer lms as
a function of organic semiconductor thicknesses with a thin
quenching layer. The exciton diffusion length is correlated to
the maximum thickness of the material at which the majority
of generated excitons can reach the quenching interface. In
the EEA technique, time-resolved PL is measured at variable
excitation uence to detect the decay of excitons due to the
diffusion limited collision and annihilation. The exciton
diffusion length is correlated to the exciton density at which
the majority of generated excitons can be quenched via EEA.
In the bulk (or volume) quenching techniques, organic
semiconductor is mixed with exciton quenching molecules to
form homogeneous blends. Exciton quenching efficiency in
blend lms is measured as a function of quencher concen-
tration. The quenching can be analysed by a Monte Carlo
simulation or the Stern–Volmer equation leading to exciton
diffusion parameters. In the BQ-MC technique, the experi-
mentally measured exciton lifetime in pristine material is
2 | Mater. Horiz., 2014, xx, 1–6
inputted into the Monte Carlo simulation where the diffusion
coefficient is tted to match the experimentally measured
quenching efficiency at a given PCBM concentration. In this
technique, the exciton diffusion length is correlated to the
distance an exciton required to travel to reach a quencher
molecule. The BQ-MC and BQ-SV are similar in regards to
lm fabrication and measurement. In contrast to BQ-MC, BQ-
SV method can be only applied to materials that show
monoexponential PL decay dynamics. However, the analysis
in the BQ-SV technique does not require the Monte Carlo
simulation soware. For the FRET theory method, the diffu-
sion coefficient is estimated from the Förster radius and the
distance between chromophores. Then the exciton diffusion
length is calculated using formula (2). In the following, we
will only briey discuss the key differences between the
techniques. Further details regarding the sample preparation,
measurement, data analysis, and assumptions for each tech-
nique can be found in the ESI.†

In regards to sample preparation, surface quenching tech-
niques are the most time consuming due to high demands for
the sample quality. An efficient exciton quencher is required
that can form a stable and sharp interface with the organic
semiconductor, which is non-trivial as discussed in the ESI.†
Relatively large number of samples is required (10–20) with
variable thickness of organic semiconductor in the range of
typically 5–50 nm. In addition a precise thickness measurement
is necessary using atomic force microscopy and/or spectro-
scopic ellipsometry. Surface quenching techniques also assume
consistent morphologies across thick and thin lms. This is
likely not the case for semi-crystalline materials. Samples for
the bulk quenching techniques – such as BQ-MC and BQ-SV –

are relatively simple to prepare since the aforementioned
requirements for the lm thickness, surface roughness, and
interface effects do not apply. However, a good quenching agent
must be available, which would homogeneously mix with the
organic semiconductor. Fortunately, [6,6]-phenyl-C61-butyric
acid methyl ester (PCBM) can be used as such an agent in most
of the cases. The bulk quenching techniques require a smaller
number of samples, typically only 8 spin-coated lms. These
methods account for clustering of the quenchers and cannot be
used if the miscibility with the quenching agent is poor. And
nally, the EEA and FRET theory techniques have the simplest
fabrication procedures since all measurements are done on a
pristine lm.

When it comes to the experimental measurements, the
steady-state techniques – such as SS-SQ – are the most chal-
lenging because they require careful estimation of the amount
of light absorbed and emitted.24 Therefore, the time-resolved
techniques – such as TR-SQ, BQ-MC, BQ-SV, and EEA – are
preferred over the steady-state measurements. However, the
time-resolved techniques usually require expensive equipment,
such as ultra-fast pulsed lasers and sophisticated detectors.
Thickness measurements with very high precision must be
conducted for surface quenching methods that is time and
resource consuming. The EEA technique requires high inten-
sities of the pulsed lasers and good photostability of a material
under study.
This journal is © The Royal Society of Chemistry 2014



Communication Materials Horizons

1

5

10

15

20

25

30

35

40

45

50

55

1

5

10

15

20

25
The data analysis procedure for the different techniques
studied here range from advanced modeling and simulation to
relatively simple tting to an equation. The datamodeling for the
surface quenching techniques can be either simple or extensive,
depending on the materials. The most complex situation occurs
in the bi-layer method if the organic semiconductor and the
exciton quencher have both signicantly different refractive
indexes and strong Förster coupling (Section 1 of ESI†). Other-
wise, the exciton diffusion can be modeled with a simple
analytical formula.22 The data of the EEA technique can be
modeled using an analytical model; however, the annihilation
radius has to be determined using additional experiments.26

Modeling for the bulk quenching techniques – such as BQ-MC –

is not straightforward in general. However, a free soware
package is available for use [http://mikhnenko.com/eDiffusion].
If the bulk quenching data shows mono-exponential PL decay
then analysis can be readily performed by tting to the Stern–
Volmer formula as in the BQ-SV method. Finally, FRET theory
provides a relatively easy way to estimate the exciton diffusion
coefficient since no tting or modeling soware is needed.
However, this technique requires knowledge of a number of
parameters which are oen difficult to measure experimentally
such as the average dipole orientation, intermolecular distance,
and index of refraction (Section 5 of ESI†). In general, this is an
indirect method and it must be used with caution.

Table 1 summarizes the sample preparation, measurement,
and analysis in the techniques employed in this work. It shows
Table 1 Sample preparation, measurement, and data analysis for variou

Technique Abbrev. Sample preparation Meas

Steady-state surface
quenching

SS-SQ � 10 Pristine lms with
varying organic
semiconductor
thickness

� Ste
spect
of th

� 10 Bilayer lms with a
quenching layer and
varying organic
semiconductor
thickness

� Th
� Op

Time-resolved surface
quenching

TR-SQ � Tim
deca
thick
� Th
� Op

Exciton–exciton
annihilation

EEA 3–5 Pristine lms � Tim
diffe
dens
� Film

Bulk quenching with
Monte Carlo modeling

BQ-MC 8–10 Blend lms with
varying concentrations
of quencher

� Tim
deca
� Film

Bulk quenching with
Stern–Volmer
modeling

BQ-SV

FRET theory 3–5 Pristine lms � Ste
abso
spect
� PL
� Film
� Th
� Ind

This journal is © The Royal Society of Chemistry 2014
that surface quenching techniques such as SS-SQ and TR-SQ
require a large number of samples, measurements, and
modeling in comparison to bulk quenching techniques such as
EEA, BQ-MC, and BQ-SV.

Table 2 and Fig. 2 summarize the measurements of the
exciton diffusion coefficient and exciton diffusion length. Very
good agreement between different techniques is obtained in the
compound C, whereas in compounds A and B the technique
based on exciton–exciton annihilation gives a higher exciton
diffusion coefficient than the techniques based on the bulk
quenching and surface quenching.

In this series of compounds we nd that the diffusion coeffi-
cient is signicantly increased by decreasing the conjugation length
and slightly enhanced by decreasing the molecular bulkiness of
solubilizing groups. Compound A has the shortest conjugation
length and shows the largest diffusion coefficient around 1� 10�3

cm2 s�1 with exciton diffusion length of 13 nm. In comparison,
compounds B and C yield similar diffusion coefficients around
0.4 � 10�3 cm2 s�1 and an exciton diffusion length of 9 and 8 nm,
respectively.When comparing B andCwithin the same technique a
general trend shows that the exciton diffusion coefficient and
length for B is either equal or slightly greater than that of C.

The variance in diffusion coefficients between compounds A,
B, and C can be due to different degrees of molecular ordering
in the thin lms. Previous works have shown that a greater
degree of molecular ordering can enhance the exciton diffusion
coefficient.11,33,53,54
s techniques to measure exciton diffusion length

urement Data analysis Best for

ady-state PL
rum as a function
ickness

� Calculate quenching
efficiency

Amorphous smooth
lms. Good quenching
interface is required

ickness
� Model optical
constants, electrical
eld, generation rate,
and exciton density

tical constants

� Fit for exciton
diffusion length

e-resolved PL
y as a function of
ness
ickness
tical constants
e-resolved PL at

rent excitation
ities

� PL decay tting with
an analytical model

Amorphous materials

density
e-resolved PL

y
� Calculate quenching
efficiency

Moderately crystalline
or amorphous materials

density � Use model PL Monte
Carlo simulation to
� Calculate quenching
efficiency
� Use analytical model
to t the data

ady-state
rption and PL
rum

� Estimate distance
between molecules

Materials with very
small quantities
available

quantum yield
� Calculate Förster
radius and diffusion
coefficientdensity

ickness
ex of refraction
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Table 2 Exciton diffusion lengths for compounds A, B, and C measured with different techniques

Technique

Diffusion coefficient � 10�3 (cm2 s�1) Exciton diffusion length (nm)

A B C A B C

SS-SQ 1.13 � 0.1 0.4 � 0.07 0.36 � 0.04 13.2 � 0.1 9.32 � 0.3 8.49 � 0.16
TR-SQ 1.06 � 0.18 0.6 � 0.1 0.27 � 0.03 12.7 � 1.1 9.3 � 0.3 7.22 � 0.36
EEA 1.5 � 0.4 1.5 � 0.4 0.4 � 0.1 14.5 � 2.2 14.5 � 2.2 8.4 � 1.3
BQ-MC 0.94 � 0.27 0.39 � 0.13 0.4 � 0.06 12.9 � 1.9 9.2 � 1.5 7.4 � 0.6
BQ-SV 0.9 � 0.14 0.27 � 0.02 0.34 � 0.02 11.4 � 1.8 7.79 � 0.04 6.9 � 0.3
FRET theory 1.53 � 0.97 0.64 � 0.45 0.22 � 0.12 13.8 � 4.7 8.5 � 3.6 5.8 � 1.2

Fig. 2 Diffusion coefficients (a) and Exciton diffusion lengths (b) for
compounds A, B, and C measured with SS-SQ (black circle), TR-SQ
(red square), EEA (blue triangle), BQ-MC (green diamond), BQ-SV
(open circle), and FRET Theory (open square).

Fig. 3 X-ray diffraction for films of A (solid black line), B (dotted red
line), and C (dashed green line). Scattering intensity was normalized by
film thickness, structure factor, multiplicity, unit cell volume, and the
Lorenz-polarization.
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Fig. 3 shows the normalized X-rays scattering intensity
versus scattering vector Q for thin lms of compounds A, B,
and C. The normalization accounts for lm thickness, struc-
ture factor, multiplicity, unit cell volume, and the Lorenz-
polarization factor (Section 6 in ESI†). We also took into
account the orientation of the crystallites by measuring the
angular distribution of the scattered (Fig. S12 ESI†). Integra-
tion of peaks areas in Fig. 3 shows that the relative crystallinity
of A is roughly 1.6 times greater than B. Compound C does not
show any scattering.

Therefore the relative crystallinity follows A > B > C, which is
similar to the trend we observe in the diffusion coefficients. In
this way we nd that the diffusion coefficient correlates with the
relative crystallinity.

In regards to the measurement of exciton diffusion length it
is important to consider the degree of anisotropy in lms.
For instance, anthracene single crystals show LD ¼ 36, 60, and
100 nm in the c, a, and b crystalline directions respectively.55

In our analysis of the angular distribution of the scattered
4 | Mater. Horiz., 2014, xx, 1–6
intensity (Fig. S10 ESI†) we found that crystallites inlms of A and
B are textured out of plane and therefore anisotropic. While our x-
ray diffractionmeasurements conrm the presence of anisotropy,
it does not quantify degree of anisotropy since the volume frac-
tion of amorphous and crystalline regions is not known.

To probe anisotropy in both crystalline and amorphous
regions we utilized spectroscopic ellipsometry. Spectroscopic
ellipsometry can be used to model the magnitude of absorption
for in and out of plane direction which is correlated to the
average dipole orientation of molecules in lm. We nd that
there is no detectable anisotropy in lms A, B, and C (Section 7
in ESI†). This result suggests that the volume fraction of crys-
tallites in lms of A and B is small relative to the volume frac-
tion of the amorphous phase.

A predominantly isotropic medium in lms of A, B, and C is
further supported by the following observations. The exciton
diffusion length in the direction out of plane is probed by the
surface quenching techniques. We found that the obtained
value is very similar to the exciton diffusion length probed in
three dimensions using the bulk quenching techniques.
Moreover, all three materials make homogeneous mixture with
PCBM molecules for PCBM concentrations of 1017–1018 cm�3

(Fig. S7†). This concentration range corresponds to the average
distance between PCBM molecules of 10–20 nm. Thus the
crystallites (if present) must be smaller than this distance that
corresponds to the length-scale of exciton diffusion. Therefore
materials A, B, and C can be considered isotropic on the scale of
exciton diffusion length.
This journal is © The Royal Society of Chemistry 2014



Communication Materials Horizons

1

5

10

15

20

25

30

35

40

45

50

55

1

5

10

15

20

25

30

35

40

45

50

55
The correlation between relative crystallinity of the lms
with exciton diffusion length can be rationalized using the
consideration that the Förster energy transfer facilitates singlet
exciton diffusion in organic semiconductors. The efficiency of
the FRET is rapidly decreasing with the distance between the
chromophores. Therefore materials with shorter intermolecular
distances are expected to have higher exciton diffusion coeffi-
cient, for similar Förster radii. Although it is difficult to estimate
the intermolecular distance in mostly amorphous materials, it
is likely that materials with higher affinity to form crystallites
packmore densely on average. Indeed, our championmaterial A
exhibits the highest affinity to form crystallites resulting in the
largest diffusion coefficient in the series. While materials B and
C show weaker affinity to form crystallites and thus lower
diffusion coefficient.

From a practical stance, it is useful to investigate how the
measured exciton diffusion length of a single material varies
depending on the measurement technique employed. Consis-
tent result across different techniques is achieved in the
amorphous material C. In contrast, the EEA technique gives
greater diffusion coefficients for compounds A and B which is
attributed to exciton migration to crystalline regions where
exciton–exciton collision and annihilation is enhanced. This
result shows that caution should be taken when comparing
exciton diffusion lengths of semi-crystalline materials
measured by different techniques.

In this work we have covered six techniques to measure the
exciton diffusion length. We nd that certain techniques are
more appropriate given the material properties along with the
instrumentation and analysis soware available. We nd that
the BQ-MC technique to be ideal for the measurement of
exciton diffusion length for a broad range of materials due to its
facile sample fabrication along with its minimal assumptions in
modeling. However, BQ-MC does require an organic semi-
conductor which is miscible with PCBM, instrumentation for
time-resolved spectroscopy, and simulation soware. When the
organic semiconductor exhibits mono-exponential decay the
BQ-SV technique can be used which does not require simulation
soware. The EEA and FRET Theory techniques are better
suited for organic semiconductors, which have poor miscibility
with PCBM and are highly crystalline, since the measurements
are performed on pristine lms. The EEA technique is also
advantageous in situations when an efficient quencher is not
available. In general, surface quenching techniques such as SS-
SQ and TR-SQ are the most demanding in regards to sample
fabrication, measurement, and analysis. However, surface
quenching techniques directly measure exciton diffusion length
and can be accurately employed when the organic semi-
conductor and the exciton quencher are able to form a sharp
and efficient quenching interface.

Conclusions

In summary, we have compared and contrasted six techniques
to measure exciton diffusion length. Very good agreement
between different techniques is obtained in amorphous lms,
whereas in semi-crystalline lms the technique based on
This journal is © The Royal Society of Chemistry 2014
exciton–exciton annihilation gives a higher exciton diffusion
coefficient and subsequently larger diffusion length than the
techniques based exciton quenching. All the approaches are
useful and the combined results give insight into structure–
property relations for exciton diffusion. Different techniques
have different advantages and disadvantages, and we discussed
key differences in fabrication, measurement, and analysis.
Consistent results are obtained with surface and with bulk
quenching techniques, which indicates that diffusion in the
direction perpendicular to the plane of the lm and 3D diffu-
sion in the bulk are not different, and hence isotropic. We nd
that bulk quenching techniques are convenient for systematic
studies of exciton diffusion length since the sample preparation
procedure is quite simple and fast and the analysis can be done
using an open source Monte-Carlo soware or tting to the
Stern–Volmer equation. We investigated the dependence of
exciton diffusion length on systematic chemical modications.
It is shown that decreasing the conjugation length of compound
B to form compound A results in an enhancement in the exciton
diffusion coefficient from 0.4 � 10�3 cm2 s�1 to 1 � 10�3 cm2

s�1 and exciton diffusion length from 9 nm to 13 nm. We
attribute this to an increase in relative molecular ordering upon
decreasing the conjugation length. It is also shown that
decreasing the molecular bulkiness by replacement of the
ethyl–hexyl groups by the linear alkyl chains has little effect on
the resulting exciton diffusion parameters.
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