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On the importance of image formation optics in the design of infrared

spectroscopic imaging systems

David Mayericha, Thomas van Dijka, Michael Walshb, Matthew Schulmerich, P. Scott Carneyac, and

Rohit Bhargava∗acd

Infrared spectroscopic imaging provides micron-scale spa-

tial resolution with molecular contrast. While recent work

demonstrates that sample morphology affects the recorded

spectrum, considerably less attention has been focused on

the effects of the optics, including the condenser and ob-

jective. This analysis is extremely important, since it will

be possible to understand effects on recorded data and

provides insight for reducing optical effects through rig-

orous microscope design. Here, we present a theoreti-

cal description and experimental results that demonstrate

the effects of commonly-employed cassegranian optics on

recorded spectra. We first combine an explicit model of

image formation and a method for quantifying and visu-

alizing the deviations in recorded spectra as a function of

microscope optics. We then verify these simulations with

measurements obtained from spatially heterogeneous sam-

ples. The deviation of the computed spectrum from the

ideal case is quantified via a map which we call a deviation

map. The deviation map is obtained as a function of op-

tical elements by systematic simulations. Examination of

deviation maps demonstrates that the optimal optical con-

figuration for minimal deviation is contrary to prevailing

practice in which throughput is maximized for an instru-

ment without a sample. This report should be helpful for

understanding recorded spectra as a function of the op-

tics, the analytical limits of recorded data determined by

the optical design, and potential routes for optimization of

imaging systems.

Mid-infrared (IR) microscopy and spectroscopic imaging1

provide both quantitative molecular contrast and spatial reso-

lution. These imaging methods are useful in a variety of fields,

including biomedical,2,3 polymeric4 and forensic analysis.5,6

In the most common instrumental configuration, a Fourier

Transform Infrared (FT-IR) imaging spectrometer uses an in-

terferometer to record light intensity at each pixel of a focal

aBeckman Institute for Advanced Science and Technology, University of Illi-

nois at Urbana-Champaign, Urbana, IL
bDepartment of Pathology, University of Illinois at Chicago, Chicago, IL
cDepartment of Electrical and Computer Engineering, University of Illinois

at Urbana-Champaign, Urbana, IL
dDepartment of Bioengineering, University of Illinois at Urbana-Champaign,

Urbana, IL

plane array detector. Intensity transmitted through a sample

(Is) is compared to that without the sample (I0) to determine

the absorbance A:

A(r, ν̄) =−log10

[

Is(r, ν̄)

I0(r, ν̄)

]

where ν̄ denotes wavenumber (in cm−1) and r is a spatial coor-

dinate. The recorded spectrum is ideally related to the imag-

inary part of the refractive index κ(ν̄) and the sample path

length d through Beers law:

A(ν̄) =
4πκ(ν̄)d

loge(10)
(1)

The expression above, which can be termed the ideal case

for the absorbance, ignores all boundary phenomena at the

sample, such as diffraction and scattering, and is only valid

for an incident plane wave. In practice, the measured spec-

trum from a heterogeneous sample will also depend on the

real part of the refractive index and will differ from that pre-

dicted in Equation 1. The changes have been recognized and

rigorous theoretical models are now available to predict differ-

ences between recorded and expected spectra.7,8 Differences

between recorded spectra and those predicted from the simple

Beers law expression of Equation 1 are due both to the mor-

phology (e.g., sample boundaries, shapes of domains) as well

as the microscope optics (e.g. spectral range, angular diversity

of the focused light and collected light).

A comprehensive theory has recently been provided that al-

lows for an understanding of recorded spectra if the param-

eters of the optical system and sample are known, as noted

above. The same framework has been extended to predict

and validate recorded spectra from simple geometries, such as

cylinders9 and spheres.10 In these comprehensive approaches,

both morphology and refractive index (real and imaginary

parts) are sought to be rigorously obtained. These are typi-

cally termed “physically-based” methods. Other approaches

have also been proposed to extract spectral information from

a range of samples by considering a model for the morphol-

ogy to be spherical scattering. centers11 These methods es-

sentially seek to separate the effects of scattering from the

recorded data to obtain the ideal absorbance. They are typ-

ically termed “model-based” methods. The study of scatter-
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needed. For a given sphere with index of refraction n(ν̄) with

radius r, the extinction spectrum is simulated and compared to

the ideal spectrum A(ν̄) = κ(ν̄) = 0. The comparison is com-

puted by finding the mean squared error of the mean-centered

absorption spectrum given by E = ∑
ν̄1
ν̄0
[A(ν̄)−Aµ]

2, in which

Aµ is the mean given by Aµ =∑
ν̄1
ν̄=ν̄0

A(ν̄). Note that our defini-

tion is over the entire spectrum to not prejudice specific spec-

tral regions. It is well known, however, that specific spectral

regions may be more important for specific applications and

our methodology can be used to optimize for specific cases

without loss of generality. The effect on data of a given objec-

tive Cβ is characterized by computing the absorption spectrum

for a range of values of α1 and α2. At each set of values for

Cα, the spectrum and corresponding deviation are calculated.

The results are then displayed using a deviation map, which

displays the total difference from the spectrum that would be

obtained if morphology had no effect and only as a function

of optical parameters of the lenses.

The range of values simulated are specified by α1 =
(β2,1.0) and α2 = (0.0,min(α1,β1)). These ranges are se-

lected because they are the only values for α that allow inci-

dent light to reach the detector in an empty instrument, mak-

ing an absorbance measurement possible. However, we do

note that light scattered by the sample can arrive at the detec-

tor for values of α outside of these ranges. However, these

effects are expected to be very small and simulations are dif-

ficult to compare to measurements, since the deviation met-

ric must then compensate for the complex spectral profile of

the source as well as atmospheric correction. Hence, the de-

veloped approach likely accounts for almost all effects while

being practical in implementation.

The modeling and visualization methods are implemented

in the I-Mie simulation package, which is open-source and

available for download from our group’s website. We also

tested the predictions of the simulation against experimen-

tal data. We modified a commercial FT-IR imaging instru-

ment to be equipped with multiple Cassegrains and lenses

with attendant apertures to control the angles α and β. A 74X

0.65NA cassegrain objective was used to image 10µm diam-

eter spheres on a barium fluoride (BaF2) slide using an Ag-

ilent FT-IR spectroscopic imaging system, as per previously

described methods.10 Two condensers were tested: (a) a 15X

0.55NA cassegrain with a 0.2NA internal obscuration, and (b)

a 0.6NA germanium (Ge) lens with an adjustable pupil. Mea-

surements of the spheres were taken using both the cassegrain

objective and Ge lens. An adjustable pupil was used to block

higher-order components of the image through the Ge lens,

simulating a varying NA. The measured results are shown in

Figure 3. To our knowledge, these are the first reports that

provide a systematic analysis of the optical effects introduced

by the objective and condenser in an FT-IR imaging system.

While this was expected from previous theoretical studies and

anecdotally by several scientists, the actual demonstration and

precise effects of changing optics can be observed here.

Fig. 3 The dependence of spectra on optical configuration can be

seen in recorded spectra from a single polystyrene sphere,

approximately 10µm in size. Spectra were recorded using a 74X

0.65NA cassegrain objective and various condenser parameters,

including a 15X 0.5NA cassegrain (green) and a 0.6NA germanium

lens with a varying pupil to simulate changing NA. The NA of the

germanium lens was artificially reduced using a pupil between 1mm

and 11mm in diameter (black-red). Note the variation in recorded

spectra and changes in chemical signal as the condenser NA is

reduced.

While one aspect of this demonstration is that practition-

ers should take into account the optics of the imaging system

to correct for the effects of morphology on recorded spectral

data, another is that this framework can be used to design bet-

ter imaging systems. While the results above indicate what

might happen if the NA were changed, we sought to exam-

ine the optimal configuration that may reduce baseline devia-

tions. We constructed deviation maps for spectra that would be

obtained by spanning the typical parameters that are encoun-

tered for IR imaging lenses, as shown in Figure 4. A number

of lessons are apparent from these plots. The most impor-

tant conclusion is that a matched 15X configuration, which is

close to the current standard in IR imaging, strongly couples

the effects of the optical setup to data from a scattering sam-

ple. While current commercial systems optimize for resolu-

tion and signal-to-noise by matching condenser and objective

optics, our results suggest that this often provides the worst

results in terms of spectral deviations. In general, we note that

the use of a Schwarzschild objective with a central obscura-

tion appears to play a role in both spectral deformation and

reducing the amplitude of chemically relevant features. While
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