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Structure formation induced by non-reciprocal
cell–cell interactions in a multicellular system†

Biplab Bhattacherjee, Masayuki Hayakawa and Tatsuo Shibata

Collective cellular behavior plays a crucial role in various biological processes, ranging from

developmental morphogenesis to pathological processes such as cancer metastasis. Our previous

research has revealed that a mutant cell of Dictyostelium discoideum exhibits collective cell migration,

including chain migration and traveling band formation, driven by a unique tail-following behavior at

contact sites, which we term ‘‘contact following locomotion’’ (CFL). Here, we uncover an imbalance of

forces between the front and rear cells within cell chains, leading to an additional propulsion force in

the rear cells. Drawing inspiration from this observation, we introduce a theoretical model that

incorporates non-reciprocal cell–cell interactions. Our findings highlight that the non-reciprocal

interaction, in conjunction with self-alignment interactions, significantly contributes to the emergence of

the observed collective cell migrations. Furthermore, we present a comprehensive phase diagram,

showing distinct phases at both low and intermediate cell densities. This phase diagram elucidates a

specific regime that corresponds to the experimental system.

1 Introduction

The coordinated movement of biological cells as a group is a
fundamental process in several biological phenomena, includ-
ing morphogenesis,1 wound healing,2 and tumor progression.3

This cooperative migration involves intricate intercellular inter-
actions mediated by secretory chemicals4 and cell–cell contacts.
The release of chemical factors can induce chemotactic responses,
which promote directional movement of the population.5,6 More-
over, populations of cells that are bound to each other by tight
intercellular adhesions, typically found in epithelial cells, achieve
coordinated migration by acquiring motility.7–12 Recent studies
have shown that transient intercellular contacts, such as contact
inhibition of locomotion (CIL)13 and contact following locomo-
tion (CFL)14 or contact following (CF), are also crucial for inducing
cooperativity in cell populations.15,16 CIL is a phenomenon where
migrating cells avoid moving on top of other cells and migrate
away from each other upon contact.17 It has been shown that CIL
plays a key role in the formation of supracellular polarity, which
determines the orientation of movement as a group.18 On the

other hand, CFL is a tail-following behavior observed in pairs of
migrating cells, typically found in the slime mold Dictyostelium
cells.14,19–21 CFL is responsible for the formation of a stream of
cells during its development, and more recently, has been found
to be involved in a collective traveling band formation of mutant
Dictyostelium cells (KI cells) that lack chemotactic activity.14,22

Various theoretical models have been proposed to understand
the role of these transient intercellular contacts in the emergence
of collective order of migrating cells.15,16,18,23–26

The collective cell migration with various types of inter-
cellular contacts can be modeled by the framework of self-
propelled elements. These elements move in the direction of
their own polarity by consuming internal energy, and interactions
between them induce collective effects. Since these systems are
out of equilibrium, the reciprocity between the elements is often
broken.27–31 Reciprocity in the context of interacting elements
illustrates the property of pair interactions between two elements
A and B, where the action on A due to the presence of B
accompanies an equal and opposite reaction on B. Non-
reciprocal interactions between mesoscopic parts of a system
can often arise due to the complex environments surrounding
the elements, as well as diffusiophoretic forces between them.32

Furthermore, living cells possess their own internal degrees of
freedom, and their states can differ through their interactions
with one another. As a result, even a pair of cells can have non-
reciprocal effective interaction forces. In a recent study, the front–
rear interaction symmetry was found to be broken during the
collective migration of three different types of cells: human
umbilical vein endothelial cells (HUVECs), kidney epithelial
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sheets (MDCK cells) and metastatic breast cancer cells.33 Non-
reciprocal interactions have also been proposed for the pedestrian
dynamics.34 The statistical mechanics of the systems with non-
reciprocal interactions has also been discussed.35

A mutant cell of Dictyostelium discoideum that lacks chemo-
tactic activity to cAMP under starvation conditions, called the
KI cell, exhibits organized coordinated motions, such as travel-
ing band formation (Fig. 1 (right)) and chain formation (Fig. 1
(left)) at intermediate and low cell densities, respectively.14,22

These collective behaviors are attributable to the contact fol-
lowing locomotion (CFL), without relying on extracellular
chemical guidance cues. In fact, a knockout mutant that fails
to express the cell–cell adhesion molecule TgrB1 exhibited
reduced CFL activity and did not form traveling bands.14 In
this study, we develop a theoretical model that captures these
collective behaviors and try to understand the mechanisms
behind the formation of spatially asymmetric structures and
specifically the role of non-reciprocal forces in the formation of
chains and bands.

In this study, we first show an analysis of experimental data,
in which we find non-reciprocal interactions for the front and
the rear cells moving as a pair. We then introduce a theoretical
model that includes the non-reciprocal interaction observed
experimentally. We find that the model exhibits a variety of
phenomena. At low cell density, transient chain structures with
their cell–cell interaction lifetime 4300 s are observed. Such an
asymmetric structure formation is induced by the non-reciprocal
interaction. When the adhesive forces are dominant, the chain
structures become stable over time and forms stable elongated
clusters. In the intermediate cell density, high density band
structures are formed mediated by both the adhesion force of
CFL and the self-alignment interactions. Finally, the parameter
range corresponding to the experimental system was identified as
the range of adhesion and alignment strength in which both
chains and traveling bands are formed at low and intermediate
densities, respectively.

2 Experimental observations of CFL
induced traveling band formation

In our previous experimental study,14 a mutant strain of
Dictyostelium discoideum called the KI cell, which lacks chemo-
tactic activity, was observed to exhibit collective cell migration,
forming structures such as traveling bands and chains. The

typical size se of the cells is of the order of 10 to 20 mm, and the
average speed ve of cells is around 0.3 to 0.4 mm s�1. Isolated
single KI cells exhibit a persistent random walk with a persis-
tence time tp of about 320 s, obtained from the temporal
correlation function of the velocity.14

Within a particular cell density regime of about 105 cells per
cm2 (intermediate density), KI cells form band-like structures
as shown in Fig. 1 (right) (see also Fig. 1(c) and (d) in ref. 14).
These structures are periodically arranged in space with an
interval of around 1 mm, equivalent to 50se to 100se. The band
structures propagate in a sea of low-density cells, perpendicular
to the direction in which they span with a speed of about
0.5 mm s�1, which is faster than the cell speed of about 0.3 to
0.4 mm s�1, indicating that there is turnover of cells in the
traveling band. The cells enter the band from its front and leave
it from its tail. Thus, what is propagating is the density of cells
rather than a particular group of cells. The average polar order
within the band is greater than 0.6, indicating that the band is
in a polar-ordered phase.14 In contrast, the low-density region
outside the band lacks an overall direction, with an average
polar order of less than 0.3.

The formation of such patterns should be induced by the
interactions between cells, which are short ranged. Such cell–
cell interactions can be identified in the low density situation.
In such a situation, cells are not completely isolated without
collective direction, rather they are associated with each other
forming a chain structure, in which cells follow the cell in front
of them as shown in Fig. 1 (left) (see also Fig. 4(a) in ref. 14).
This dynamical motion is called ‘‘contact following locomotion
(CFL)’’ or ‘‘contact following (CF)’’. This chain structure is not
stable, but the lifetime tl-exp of a contact between a pair of cells
is typically of the order of tl-exp = 300 s (Fig. 4(c) in ref. 14).
Therefore, we call it transient chain formation. When a cell that
has separated from other cells makes contact with another cell,
it often reforms a chain structure. Thus, the chain structure
repeatedly forms and collapses.

What kind of force between the cells in a pair maintains the
CFL? Upon observing a pair of cells, we noticed interesting
features in their motion. The rear cell exhibited faster and more
fluctuating motion compared to the front cell. Fig. 2 (top) shows
a histogram of the difference between the rear cell speed vr and
the front cell speed vf. A statistical test indicates that the average
value of the speed difference is significantly positive, revealing
that the speed of rear cells is faster on average than the front cell.
Comparing both sides of the distribution (Fig. 2 (bottom)), we
found that the frequency of vr 4 vf was greater than in the
opposite case. This suggests that the force acting on the rear cell
is effectively greater than that acting on the front cell, to
maintain the CFL. We speculate that an effective force is induced
upon contact that propels the rear cells in the direction of the
front cells, while the front cells are less affected by the rear cells.
This force imbalance could maintain the CFL and the chain-like
structure. The specific type of motion observed during the
dynamical evolution of a cell pair depicting CFL, resulting in
non-isotropic speed distribution while maintaining the pair, is
discussed in Appendix A.

Fig. 1 Typical snapshot of chain formation (left) and band formation
(right) observed in KI cells.14 The white scale bars in the images mark the
length scale of 50 mm (left) and 100 mm (right), respectively.
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3 Model of collective motion induced
by contact following locomotion

Here, we present a theoretical model aimed at elucidating the
role of CFL in driving collective motion of KI cells. The cells
possess polarity that is induced by spontaneous symmetry
breaking,36–38 which causes them to move in the direction of
their polarity. This motion can be modulated by intracellular
perturbations resulting from stochastic processes within the
cell. One such process includes signal reactions that lead to
spontaneous polarity formation. Consequently, the direction of
cell polarity can fluctuate, resulting in the motion of cells being
random over a long time scale.37 Our previous analysis has
indicated that the correlation time of cell motion is approxi-
mately 320 seconds.14 Thus, the motion of individual cells can
be described using Langevin equations.

We consider two kinds of interactions between cells: selec-
tive contact interaction, CFL, and volume exclusion interaction.
When a pair of cells come close and move almost in the same
direction, the rear cell head is attached to the front cell tail, thereby
inducing selective contact. Conversely, when cells come close but
move in opposite directions, only mechanical collisions are
observed without CFL. The selective contact mechanism is sup-
ported by trans-membrane proteins, TgrB1 and TgrC1, expressed
during the development of Dictyostelium discoideum cells, which

can bind with each other and mediate heterophilic interactions for
inter-cellular contact.20,39,40 A previous study reported that TgrC1
operates at the rear-end of the front cell, while TgrB1 operates at
the front-end of the rear cell.20 A mutant lacking tgrb1 indeed did
not exhibit CFL activity or tail-following behavior,14 indicating the
role of these proteins in CFL. Consequently, the CFL term depends
on the polarity direction of the cells in contact.

Cells possess polarity that arises from the formation of
asymmetric patterns of molecules within the cell. Once the
polarity direction is established, cells move in the direction of
their polarity. However, due to intercellular interactions, such as
CFL, the velocity direction of cells may deviate from their polarity
direction. To compensate for this deviation, cells may reorganize
their internal polarity through processes that may be induced by
the cell–cell adhesions that lead to CFL or mechanical forces
resulting from interactions between neighboring cells. These
processes give rise to a self-alignment between the directions of
cell polarity and cell velocity, promoting the coordinated motion
of cells.

Based on the above considerations, we can now derive the
equation of motion for an individual cell i in the system. The
system comprises N elements in a two-dimensional space with
dimensions A = Lx � Ly. Cell i is located at position ri(t) = (xi(t),
yi(t)) with a polarity direction yi(t). Then, the evolution equa-
tions for the velocity :ri = vi and polarity yi are given by:

vi ¼ v0n̂i þ a
X
j2Rc

Ca
ij þ m

X
j2R0

Fij (1)

_yi ¼ k sin yvi � yi
� �

þ
ffiffiffiffiffiffiffi
2D
p

zi (2)

where cell i moves in the direction of polarity, n̂i = (sin yi, cos yi),
with a constant speed v0. The second and third terms on the right
hand side of eqn (1) are the CFL and volume exclusion interac-
tions, respectively, and the first term on the right hand side of
eqn (2) is the self-alignment term. These terms are effective with
the interaction between cells. With zi being a zero mean Gaussian
white noise with unit variance, isolated cells exhibit a persistent
random walk, with the correlation time given by 1/D.

For the CFL term, we construct a force Ca
ij that is exerted on

cell i by cell j when it is in contact with cell j, given by

Ca
ij ¼

r̂ij

4
1þ n̂i � n̂j
� �

1þ n̂i � r̂ij
� �

; (3)

with r̂ij = (rj� ri)/|rj� ri|. This term describes the forces induced
by selective contact, which were observed in the experiment,
where the broken reciprocity arises. This force is effective
within the distance Rc = 1.9. Here, we choose the unit of length
such that the diameter of cell s is unity, i.e., s = 1. The strength
of CFL is specified by a. The first parenthesis in the expression
of Ca

ij indicates the effect of relative orientation on the force.
When the two cells in a pair are oriented in the same direction
(n̂i�n̂j = 1), it is maximum. In contrast, when they are in the
opposite direction (n̂i�n̂j = �1), the force Ca

ij vanishes. The
second parenthesis is the tail-following term. When the polarity
of cell i, n̂i, and the unit vector from cells i to j, r̂ij, have the same
orientation, i.e., cell i is oriented to the direction of cell j, the

Fig. 2 (top) Histogram of the difference of rear cell speed vr and front cell
speed vf, vr � vf, in a pair of cells. Pairs with relative angle between velocity
vectors less than p/2 were considered. The total number of samples in the
histogram was 1124. The average speed of front and rear cells was 0.343
(mm s�1) and 0.357, respectively. The average difference in the speeds was
vr � vf ¼ 0:0140. Using a one-tailed t-test, it was found that with statistically
significant P-value = 0.00535, the mean value of the speed difference vr �
vf is positive, suggesting that the speed of the rear cell was statistically
faster than that of the front cell. bottom comparison of both sides (positive
and negative ranges) of the histogram illustrating that the frequency of
vr 4 vf was greater than in the opposite case.
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maximum following force is induced in cell i in the direction of
cell j. Such a situation is expected when cell i is located in the
tail of cell j and oriented to cell j. In contrast, when cell i is the
front cell and is oriented towards the opposite direction from
cells i to j, the force Ca

ij vanishes.
For the volume exclusion interaction, we consider a soft

repulsive core with the assumption that the cells mostly have a
circular shape with a diameter of s. The corresponding force
acting on any cell i in the vicinity of another cell j is given by
Fij = �riU(rij), obtained from the WCA potential,41

UðrijÞ ¼
4e s=rij
� �12� s=rij

� �6n o
; if rij � R0

0; otherwise

8<
: (4)

with rij = |rij| being the distance between the centers of the cells.
In the third term on the right hand side of eqn (1), the
parameter m is the strength of this repulsion force. Throughout
this paper, we use e = 1 and s = 1, which set the units of energy
and length, respectively, and m = 1. The cut-off R0 = 21/6 sets the
upper bound of the repulsion force.

The first term on the right hand side of eqn (2) gives the self-
alignment42,43 effect between the polarity direction yi and the
velocity direction yv

i . The velocity direction is defined by vi/|vi| =
(sin yv

i , cos yv
i ). The coefficient k determines the strength of the

internal force that reorganizes the cell polarity to self-align with
the velocity direction, and sin(yv

i � yi) corresponds to the first
term in the Fourier series, satisfying the symmetry with respect
to yi - yi + 2p, yv

i - yv
i + 2p and (yi, y

v
i ) - (�yi, �yv

i ).
The density r = (N/A)(p/4)s2 plays a crucial role in the

experiment. In this paper, we consider two density values: r =
0.01 and r = 0.2, corresponding to low and intermediate
densities in the experiment, respectively. The diffusivity D =
0.003125 s�1 is derived from the observed persistence time
scale of a single cell in the experiment, s2/D = 1/D = 320 s. Based
on the values of ve and se, KI cells take around 30 to 60 seconds
to travel across the cell. Thus, the speed v0 is estimated to be
between 1/60 = 0.016 s�1 and 1/30 = 0.033 s�1 to become
comparable to the experimental situation. An average speed
of v0 = 0.025 s�1 is taken for the simulation. The dimensionless
Péclet number Pe = v0s/D = 8 sets the activity of the cells in this
system. We use the Euler integration scheme with an integra-
tion time step of dt = 10�3ts to perform the numerical simula-
tions. We take N = 1024 for the low-density analysis, N = 512 to
show configurations in Fig. 3(F) (for better visualization), and
N = 4096 for the intermediate-density analysis. The parameters
we will explore in this paper are the strengths of the adhesion
interaction a and the self-alignment interaction k. The dimen-
sion (Lx � Ly) of the system is determined by r and N. For the
low and intermediate densities, (Lx � Ly)(r,N) is given by (304.74 �
263.91)(0.01,1024) and (136.284 � 118.025)(0.2,4096), respectively.

4 Results

Before comparing the simulation behavior of the present model
with the experimental observation, we explore the phenomena
observed in the model. For the two different densities (r = 0.01

and r = 0.2), by changing a and k, this model exhibits a variety
of dynamic pattern formation. To characterize individual
phases, we use the polar order parameter and the mean
eccentricity of cell clusters. The polar order parameter hPi is
defined as

hPi ¼ 1

Nv0

XN
i¼1

~vi

�����
�����

* +
; (5)

where h�i indicates an average taken over multiple steady state
configurations.

A cluster of cells is defined as a set of cells which are
interconnected via the interactions. Here, any two cells which
are interacting with each other, i.e., within a distance less than
Rc, are considered to be connected. Clusters characterized by a
monolayer arrangement of cells, or at most a bi-layered struc-
ture, which are elongated along their direction of motion, are
referred to as chains. To identify spatial symmetry breaking in
the structures such as chains and clusters, which are mostly
elongated along their direction of motion, we introduce the
mean eccentricity at any phase point (a, k) in the phase space as

eða; kÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bi

ai

� �2

i

" #vuut ; where bi and ai are the semi-minor

and semi-major axis of the cluster i, calculated from its Gyra-
tion tensor. The averaging h�ii is taken over all such clusters i, in
around 5000 well separated steady state configurations. An
elongated structure can be identified by its e. For symmetric
structures, e remains close to zero. As the structure elongates, e
shifts toward unity.

4.1 Chain formation at low density

We first study the case when the density is low (r = 0.01). In the
small (a, k) regime, the system resides in the isotropic phase
(Fig. 3(A) and (F)-(i)). In this phase, the polar order parameter
hPi is close to zero. e is also observed to be close to zero. The
typical average lifetime tl of a pair of cells (hereafter called pair-
lifetime) in this phase is quite small (few tens of seconds). Thus,
the cells move in random directions and the cell distribution is
spatially homogeneous without a specific spatial pattern. With
increasing (a, k), tl keeps on increasing. As it reaches at a = a1(k),
marked by the red line with pentagons in Fig. 3(A), tl becomes
larger than tl-exp = 300 s and a transient chain formation phase
emerges as shown in Fig. 3(F)-(ii) (see also Movie S1, ESI†). The
formed chain structures move along their direction of elonga-
tion (see Appendix B). Within the range of chain formation, we
can observe the growth of e beyond 0.4. The polar order
parameter of the entire system remains close to zero. This phase
is considered to explain the formation of transient chain-like
structures observed at low density in the experiment.

With the further increase of (a, k) at a = a2(k) marked by the
blue line with diamond in Fig. 3(A), the elongated structures
stabilize over time with e 4 0.6 (elongated cluster phase),
depicting the formation of infinitely long lived clusters
(tl - N), elongated mostly along their direction of motion
(Fig. 3(F)-(iii)). The whole system of cells then forms a very few
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polar clusters with overall polarisation hPi becoming close to 1.
Thus, a disorder–order transition happens as we go from the
transient chain formation phase to the elongated cluster phase.
The variation of the polar order hPi across the transition is
shown in Fig. 3(B). The critical transition points ac(k) (green
line with filled triangles in Fig. 3(A)) are identified by the

maxima in the fluctuation of the order parameter as DPða; kÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pða; kÞ2h i � Pða; kÞh i2

p
(error bars in Fig. 3(B)). The hP(a, k)i

curves show data collapse by the transformations, a - [a �
ac(k)]k2.0 (Fig. 3(C)), with ac(k) following a power law decay of
the form ac(k) B k�1.2 (Fig. 3(C) inset). Data collapse of the
order parameter growth curve indicates that the growth of order
parameter follows the same law close to the transition within
the range of a and k we studied and for a given N.44

Note that the disorder–order transition line indicated by ac(k)
and the boundary line a2(k) marking the onset of long-lived pairs

overlap closely. This suggests that these two events are not
independent, rather the formation of the ordered phase stabilizes
pairs, making their pair-lifetime infinitely large. The typical
growth of the tl(a, k) as a function of a are shown in Fig. 3(D)
for different values of k. It shows an initial exponential growth
followed by a saturation due to the finiteness of the simulation
time. A data collapse with the transformation tl(a, k) - tl(a, k)k0.2

and a - ak0.9 is observed (Fig. 3(E)). The collapsed data fits an
exponentially growing function of the form Bexp(Aak0.9). This
indicates an exponentially fast divergence to the long living pair
formation phase near the order–disorder transition.

4.2 Traveling band formation at intermediate density

We next study the case when the density is intermediate (r =
0.2). We observe four different phases, i.e., isotropic phase,
microscopic cluster phase, macro polar cluster phase and band

Fig. 3 Low density (r = 0.01): (A) phase diagram in the a–k plane with the mean eccentricity e(a, k) color coded. The red pentagons depicts a1(k) for
which tl(a, k) B tl-exp, identifying the onset of the transient chain formation phase. The green filled triangles denote the order–disorder transition points in
the (a, k) phase plane and consequently identify the onset of the stable elongated cluster phase. The solid lines connecting the points depict the
corresponding phase boundaries. (B) The polar order parameter P(a, k) is shown for different values of k as a function of a. A disorder–order transition is
observed and the maxima in DPða;kÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2h i � hPi2

p
(errorbar) identify the transition points ac(k). (C) The data collapse of the hP(a, k)i curves are shown

with the transformation: a - [a � ac(k)]k2.0. The transition point ac(k) seems to decay as a power law, ac(k) B k�1.2 (inset). (D) The order–disorder
transition is associated with the pair-lifetime tl(a, k) becoming infinitely large. The variation of the tl(a, k) vs. a is shown for different values of k. (E) The data
collapse of tl(a, k) vs. a curves for different k values is shown for the transformation: a - ak0.9 and tl(a, k) - tl(a, k)k0.2. The growing exponential
Bexp(4200ak0.9) fits well with the data collapse. (F) Typical configurations in the three different phases are shown (isotropic phase in (i), transient chain
formation phase in (ii) and stable elongated cluster phase in (iii)) for k = 0.3. Color indicates the direction of motion.
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formation phase. The phase diagram with the observed phases
is shown in Fig. 4A. Each of these phases is identified by their
unique spatial distribution of the cells and is quantified by
their density distributions shown in Fig. 4C. To observe the
distribution of the local density, the whole system is divided
into 20 � 20 square grids of dimensions lx � ly = 6.8 � 5.9. The
local densities of any grid i is estimated as the number of cells
(ni

l) per unit area, i.e. ri
l = ni

l/(lx � ly). The distribution Dp(rl) is
then calculated over all such spatial grids and over a minimum
of 50 000 well separated steady state configurations.

When both a and k are sufficiently small, the cellular
dynamics is dominated by diffusion and hence the system
stays in the isotropic phase (black triangles in Fig. 4A), depict-
ing a homogeneous spatial distribution of cells (Fig. 4B(a)). The
velocity vectors of the cells are observed to be pointing in

random directions, resulting hPi to be close to zero. The dis-
tribution of the local cell density Dp(r) is found to fit a Gaussian
with its peak at the mean density (r = 0.2) of the system
(Fig. 4C(a)).

With the increase of a, keeping k to be small, we observe a
microscopic cluster phase (green circles in Fig. 4A), where the
system consist of microscopic polar clusters with the length
scales of these clusters much smaller than that of the system. A
typical configuration is shown in Fig. 4B(b), with the polar
direction marked with color-code. The value of the polar order
parameter hPi in this phase is close to 1/2. The associated
density distribution is shown in Fig. 4C(b). The density dis-
tribution Dp(rl) can be fitted to a left truncated Gaussian
distribution. As shown in Fig. 4B(b), the spatial distribution
of cells is non-homogeneous with vacant spaces (zero density).

Fig. 4 Intermediate density (r = 0.20): (A) phase diagram in the a–k plane, at r = 0.2, depicts the isotropic phase (black triangle), microscopic cluster
phase (green circle), macro polar cluster phase (blue half-filled circle) and the band formation phase (red square). Typical configurations of the different
phases (at phase points marked by open black circles) are shown in (B). The density distribution of the phases in (B) is depicted in (C). The corresponding
phase points (a, k) are mentioned on top of each plot. The red line in (A) marks the onset of longer pair lifetime tl 4 300 s at low density. The red squares
above the red line in (A) identify the experimental regime. Four points are marked as blue diamonds in (A), within the experimental regime at which the
corresponding low (r = 0.1) and intermediate density (r = 0.2) configurations are shown in Fig. 5. (C) Density distribution Dp(rl) of (a) isotropic,
(b) microscopic cluster, (c) macro polar cluster and (d) band formation phases identified by (a) Gaussian distribution with a peak close to the mean density
(r = 0.2), (b) left truncated Gaussian distribution, (c) bimodal distribution with one peak at a very high density and another peak at zero identifies, and
(d) bimodal distribution with both the peaks at non-zero densities, respectively. Color in (B) indicates the direction of motion.
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When both a and k are large, the system shows a compact
macro polar cluster phase (blue half filled circle in Fig. 4A),
with the length scale corresponding to the size of the cluster
equivalent to the order of the system size. A typical configu-
ration is shown in Fig. 4B(c). The density distribution Dp(rl) of
this phase (Fig. 4C(c)) is a bimodal distribution, with one peak
at high density corresponding to the large high density polar
cluster and another peak at zero, corresponding to the larger
vacant spaces. This phase is a completely ordered phase with
hPi observed to be close to 1.0. In this phase, the cells move
mostly as a connected cluster. However, with evolution of time,
the shape of the cluster and the direction of propagation keep
on changing, seemingly independently.

For sufficiently large self-alignment interaction k, with com-
paratively smaller adhesion strength a or even no adhesion,
band formation arises. Here, the term ‘‘band’’ corresponds to a
moving high density patch propagating perpendicular to its
length within a low density sea of cells. A regime of band
formation phase is depicted in Fig. 4A (red square). A typical
band structure (Fig. 4B(d)) moves perpendicular to its spanning
direction with a sharp front and a comparatively fluctuating tail
(Movie S2, ESI†). The density distribution Dp(rl) of a band
formation phase is shown in Fig. 4C(d). The distribution Dp(rl)
has a peak at low density corresponding to the low density of
sea of cells, and a high density shallow peak corresponding to
the band. Compared to the macro polar cluster phase, in this
phase, the low density sea of cells is dominating compared to
the large vacant spaces available in the macro polar cluster
phase. hPi is observed to be of the order of 1/2.

Note that, the phase points not identifiable by their statis-
tical characteristics within our observation time are marked as
asterisks.

4.3 Parameter region that explains both transient chain and
traveling band formations

In the experiment, the band formation and the transient chain
formation has been observed by just changing the cellular
density.14 Such a parameter region can be identified by observing
the overlap between the transient chain formation phase at
r = 0.01 and the band formation phase at r = 0.2. In Fig. 4A,
the red line indicates the onset of transient chain formation
phase in the low density (r = 0.01). The red squares above this red
line identify the experimental phase that depicts the chain
formation at r = 0.01 and the band formation at r = 0.2.45 Within
this phase, typical spatial configurations of cells at four different
parameter sets (marked by blue diamonds in Fig. 4A) are shown
at both r = 0.2 (Fig. 5(i)) and at r = 0.01 (Fig. 5(ii)). In this
subsection, we show that the characteristics of the traveling band
observed experimentally can be reproduced in our simulations.

The spatial profile of the local density along the direction of
band propagation rl(x) indicates that the high density band has a
sharp front and a decaying tail (Fig. 6(a)). We first measured the
band propagation speed vb as the rate of displacement of the sharp
high density front. The mean speed of the band is higher than that
of the cellular speed (v0 = 0.025) (Fig. 6(b)), consistent with the
experimental observation. Actually, in the simulation, the cells
enter the band from its front and leave it from its tail. The band
speed vb depends on the parameter value. As shown in Fig. 6(b),
the band speed vb increases as the CFL strength a increases.

From Fig. 6(a), the bandwidth w is estimated to be around
w = 29.4, which corresponds to about 300 mm to 600 mm (for
se = 10 mm and 20 mm, respectively), which is consistent with
the experimental observation.14 For the cell size (se = 12 mm)
used for the simulations, the average bandwidth corresponds
to around 350 mm. From Fig. 6(b), vb is between 0.03 and

Fig. 5 Typical configurations at (i) intermediate density (r = 0.2) depicting band formation and at (ii) low density (r = 0.01) depicting transient chain
formation are shown at four phase points (marked as blue diamonds in Fig. 4A) (a) (0.04, 0.014), (b) (0.01, 0.04), (c) (0.006, 0.08) and (d) (0.00081, 0.8)
identified by the set of parameters (a, k) within the phase corresponding to the experimental system. Color indicates the direction of motion depicted in
the color-wheel. Note that the amplitude of the velocity vectors in (ii) are multiplied by 1.5 for better visibility.
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0.04 (s�1), which corresponds to about 0.36 mm s�1 to 0.48 mm s�1.
Thus, the typical time interval up to which cells stay within bands
is given by w/(vb � v0) and thus ranges within 2000 to 5000 s. In
the experiment, the bandwidth is observed to be in the range from
200 to 700 mm and the band speed is observed to be approximately
0.5 mm s�1. Thus the time spent by cells within the band is within
the range of 1000 to 3500 s. Hence the observed average duration
of the cell within the band in the simulations is similar to the
experimentally observed result.14

We next study the polar order inside and outside the bands.
To identify the band area, we introduce a local density thresh-
old of rl = 0.3, above which areas are considered as the band
region. As there are density fluctuations at the tail of the band,

the threshold is taken to be 0.3, which is greater than the
system density 0.2. In Fig. 6(c) we show the average of the local
order parameter Pl(rl) as a function of the local density for k =
0.06. We find that the band area with rl greater than rl = 0.3
exhibits the local polar order parameter value larger than 0.63.
In contrast, the area outside of the band, whose density is close
to rl = 0.1 as found in Fig. 6(a), exhibits the local polar order
parameter which is close to 0.3. Thus, the traveling band is the
polar ordered phase, which phase-separates with the disor-
dered background. These results in the simulation is consistent
with the experimental observation.14

Why is the local polar order parameter in the band area not
close to 1, but distributed around 0.63? As observed in ref. 14, it was
found that the migration direction was widely distributed in the
range of about 60 degrees with the standard deviation to be about
30 degrees. Such heterogeneity in the direction of cell motion within
the band can also be seen in the present model. In Fig. 7(a) and (b),
we show two typical configuration depicting band formation. As we
zoom in a certain part of the bands, shown in Fig. 7(c) and (d), we
observe that there are some cells moving in directions which are
almost 90 degrees separated from the other cells within the band.
The standard deviation in the distribution of cell orientation within
the band is about 16 degrees. Because of this heterogeneity, the
local order parameter in the ordered traveling band is much less
than 1. However, the origin of such large heterogeneity in the
ordered traveling band remains to be elusive.

5 Discussion

In this article, we presented a theoretical model to reproduce the
collective behavior of KI cells, a mutant of Dictyostelium cell that
lacks chemotaxis activities.14,22 The KI cells are known to exhibit
distinctive patterns of aggregation, forming chain and traveling band
structures in low and intermediate cellular densities, respectively
(Fig. 1).14 Our model successfully reproduced these phenomena and
shed light on the underlying mechanisms driving these pattern
formations.

Fig. 6 (a) A typical spatial profile of the local density rl(x) in space along the direction of band propagation shown at (a, k) = (0.0006, 0.06). To calculate
rl(x), we divided the system into 30 strips of dimension (lbin � Ly) = (4.54s � 118.03s) along the x-axis. The cyan dashed line marks the hrli = 0.3 line and
the solid blue arrow identifies the bandwidth, which is of about B29s. Note that the local density is above 0.3 within the band. (b) The variation of the
band propagation speed vb(a, k) against a is shown (blue circle) for a fixed value of k = 0.06. The cellular speed v0 = 0.025 is shown as the red dashed line,
for comparison. The variation fits a linear equation of the form vb(a) B 1.057a + 0.028 (blue line). (c) The average local polarisation, hPl(rl)i, of cells as a
function of local density is shown for a fixed k = 0.06. Some a values are chosen within the band formation phase at a = 0.0001 (cyan pentagon), 0.0002
(blue diamond), 0.0006 (green triangle), 0.001 (pink circle) and 0.002 (red square). The values a = 0.004 (brown cross) and a = 0.01 (black asterisk)
correspond to the regime just below and above the experimental regime, respectively.

Fig. 7 Formation of bands at the phase point (a, k) = (a) (0.01, 0.04) and
(b) (0.04, 0.014). Both the bands move along the negative x-axis. The areas
marked as a square box in (a) and (b) are magnified in (c) and (d),
respectively. Color indicates the direction of motion depicted in the
color-wheel.
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We first showed that when cells are moving in a chain, there is
an imbalance of force between the front and rear cells (Fig. 2).
This observation prompted us to introduce a ‘‘Contact Following
Locomotion’’ (CFL) term into our model. The CFL term induced
non-reciprocal interaction between cells, creating an additional
propulsion force in the rear cells, thereby facilitating the for-
mation of chain structures during migration. Moreover, the
model demonstrated a wide range of behaviors, including both
chain and traveling band formations (Fig. 3 and 4). We note that
in the previous model,14 non-reciprocal intercellular interactions
were considered to describe contact following in the evolution
equation for the cell polarity, corresponding to a signalling
mechanism induced by contact following. Since the speed was
found to depend on the cell position relative to the other cells in a
pair, in the present model, the non-reciprocity induced by the
cell–cell contact is implemented as a mechanical force in the
evolution equation for the velocity.

Our results suggest that the non-reciprocal effect in the CFL
term primarily contributes to the formation of asymmetrical
structures, such as chains. In contrast, the self-alignment effect
might be sufficient for the emergence of traveling bands (Fig. 8).
However, it is essential to recognize that the parameters govern-
ing the CFL term and the self-alignment term may not be entirely
independent in real cells. In fact, self-alignment of cell polarity
direction may occur through the cell–cell adhesion responsible
for the CFL.20 Therefore, it is plausible that in actual cells, the
parameters of the CFL term and the self-alignment term are
interdependent and cannot be modified independently.

In the tgrb1 mutant, which lacks the expression of the
adhesion protein TgrB1, the formation of chains is severely
impaired, and traveling bands do not form.14 This suggests that
the cells were in the state of an isotropic phase due to the loss
of both effects of CFL and self-alignment terms.

While we have identified parameter regions that correspond
to the experimental observations, the parameter space allowing

both chain and traveling band formations is still wide. Specifi-
cally, in regions with low values of the parameter k, the self-
alignment effect is weak, yet the CFL term induced band for-
mation, emphasizing the importance of the CFL term in promot-
ing this behavior. Future research should aim to pinpoint the
precise parameter values that best explain experimental results.

Our model demonstrates that the tail-following behavior
induced by the CFL term and the self-alignment effect work in
concert to not only facilitate the formation of chain and traveling
band structures but also to produce a variety of other collective
behaviors. These two effects are also present in a variety of
phenomena, including flocking in birds46,47 or schooling in
fish,48 although their physical origins may differ. Therefore, the
collective behaviors induced by the combination of these effects
may be universal in a wide range of active matter systems.
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Appendices
Appendix A: Speed asymmetry of front and rear cells

According to our observation of the movement of a pair of KI cells,
the arrangement of the two cells can be broadly divided into two
different types, (i) front-rear and (ii) side-by-side. In the later case,
to maintain the pair, the cells need to move with a similar speed.
Thus the side-by-side arrangement (Fig. 9 (bottom)) has no con-
tribution in the speed asymmetry. In the front-rear arrangement,

Fig. 8 Typical configuration showing band formation at r = 0.2, when the
adhesive force a is set to zero. The k is fixed at 0.05. The color wheel
corresponds to the polarity direction of individual cells.

Fig. 9 Three types of motions of a cellular pair, i.e. front-rear dynamics,
intermittent sliding dynamics and side-by-side motion are schematically
shown.
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however, the speed symmetry is generally broken. During CFL, the
front–rear arrangement is observed to be prevalent.14 During the
evolution of a cell-pair in a front–rear arrangement, the head of the
rear cell is generally adhered to the tail of the front cell. However,
intermittently, the head of the rear cell moves along the lateral
surface of the front cell. Though the cells are still in contact, the
tail–head contact may or may not be disrupted. This we term as
the intermittent sliding (Fig. 9 (middle)).

Now we try to understand the mechanism which gives rise to
unequal average speeds of cells moving together in a front–rear
arrangement. If we follow the trajectory of a typical pair (shown in
Fig. 10) we observe that the rear cell trajectory has larger fluctua-
tions compared to the front cell trajectory. Consider the velocities
of the front and the rear cell to be vf and vr respectively. We can
decompose the velocities in parallel and perpendicular compo-
nents as (vf8, vf>) and (vr8, vr>) w.r.t. the tangent of the trajectory,
t̂. Since the motion of the front-cell defines the trajectory direc-
tion, the direction of its motion is always along t̂, implying
vf> = 0. Thus for the front cell in a pair, at every instance,

vf(t) = vf8(t), (6)

hvfi = hvf8i, (7)

where the averaging is taken over time along the whole trajec-
tory. Now for a pair of cells moving together, the average speed
of the cells along t̂ has to be the same. Thus,

hvf8i = hvr8i. (8)

However for the rear cell, the perpendicular component is non-
zero, which we observe from the intermittent sliding dynamics.
Thus for the rear cell, we can write the average speed as,

hvri = h[vr8
2 + vr>

2]1/2i (9)

and using eqn (8) we re-write eqn (9) as

vrh i ¼ vfk
2 þ vr?

2
� 	1=2D E ¼ vfh i; if vr? ¼ 0

4 vfh i; if vr?4 0

(
(10)

Thus, in the front–rear arrangement, the intermittent sliding
mechanism allows the rear cell to have a larger average speed
compared to the front cell.

In Fig. 10, we show the typical trajectories of the front cell
(red) and the rear (blue) cell during their evolution as a pair.
The starting point of the trajectory is marked by the asterisk.
Note that, at the initial part of their dynamics as a pair, they
were in side-by-side arrangement, and the blue and red lines
almost follow each other. After certain time, the blue trajectory
falls behind the red, as the cellular pair keeps on moving as a
front–rear pair. After the transformation to the front–rear
situation, the rear cell (blue) shows larger fluctuations in its
trajectory. The same dynamics can be observed in Movie S3,
ESI.†

Appendix B: chain elongation

To characterize the direction of the elongated structures and/or
chains, we first obtain the eigen direction yei

i of cluster i, which
corresponds to the largest eigenvalue of the gyration tensor of the
cluster. A typical cluster is shown in Fig. 11 (left). The average velocity

direction of such a cluster is given by yvi ¼ tan�1

P
j2i

sin yvjP
j2i

cos yvj

2
64

3
75. Thus

we define Dy = h|cos dyi |ii, where dyi = (yei
i � yv

i ). The averaging h�ii
is taken over all such clusters i in the same configuration and
many (B5000) such well separated configurations in the steady
state. In Fig. 11 (right) we show the phase diagram in the low
density (r = 0.01) with Dy color coded. When the cluster is
moving along the direction of its elongation, di is close to zero
(or p), correspondingly Dy is close to unity. On the other hand if
the cluster moves perpendicular to its elongation di is close to
�p/2 making Dy to be close to zero. Note that, within the chain
formation region and beyond in the phase diagram, Dy becomes
greater than 0.7, implying that the angle di becomes less than
p/4, identifying structures elongated along their direction of
motion.

Fig. 10 The trajectories of the front cell (red) and the rear cell (blue)
during the evolution of a cellular pair, with their starting points marked with
asterisk. The trajectory corresponding to the rear cell depicts larger
fluctuations. Note that the dots correspond to time points separated by
15 seconds, which is the frame rate of the experimental observation.

Fig. 11 (left) A typical cluster is shown. The eigen direction~yei (blue arrow)
corresponding to the largest eigenvalue of the gyration tensor and the

velocity direction~yv (red arrow) of the cluster are depicted. (right) The a–k
phase diagram in the low density r = 0.01, with the cosDy color coded also
shown.
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46 M. Nagy, Z. Ákos, D. Biro and T. Vicsek, Nature, 2010, 464,

890–893.
47 M. Yomosa, T. Mizuguchi and Y. Hayakawa, PLoS One, 2013,

8, 1–6.
48 D. Bumann and J. Krause, Behaviour, 1993, 125, 189–198.

Soft Matter Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
M

ar
ch

 2
02

4.
 D

ow
nl

oa
de

d 
on

 7
/3

/2
02

4 
6:

40
:2

1 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/D3SM01752D



