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sian optimization and automation
to simultaneously optimize reaction conditions and
routes†
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Alessandro Castrogiovanni,a Alberto Garćıa-Durán,c Federico Zipoli,ab

Löıc M. Roch c and Teodoro Laino ab

Reaching optimal reaction conditions is crucial to achieve high yields, minimal by-products, and

environmentally sustainable chemical reactions. With the recent rise of artificial intelligence, there has

been a shift from traditional Edisonian trial-and-error optimization to data-driven and automated

approaches, which offer significant advantages. Here, we showcase the capabilities of an integrated

platform; we conducted simultaneous optimizations of four different terminal alkynes and two reaction

routes using an automation platform combined with a Bayesian optimization platform. Remarkably, we

achieved a conversion rate of over 80% for all four substrates in 23 experiments, covering ca. 0.2% of the

combinatorial space. Further analysis allowed us to identify the influence of different reaction parameters

on the reaction outcomes, demonstrating the potential for expedited reaction condition optimization

and the prospect of more efficient chemical processes in the future.
1 Introduction

Accelerating the research and development (R&D) of new
chemical reactions plays a central role in improving various
industries and addressing global challenges; it is a driving force
behind technological innovation, sustainability, and societal
benets.1 Not only do new chemical reactions expand our
understanding of fundamental chemical principles and mech-
anisms, but they are also at the heart of many industries,
including pharmaceuticals, materials, agriculture, energy, and
electronics.2–9

Discovering, developing, and optimizing chemical reactions
lead to the creation of new, more efficient, and more sustain-
able products, technologies, and processes, enabling the
possibility of revolutionizing these industries.10–15 However,
nding the most optimal reaction path and conditions is
a complex problem. Traditionally, these processes relied on
trial-and-error approaches, including techniques such as one
factor at a time (OFAT16,17) or design of experiments (DoE18) and
on the expertise of researchers and scientists.

As R&D undergoes continuous digitization and is fueled by
the abundance of untapped data and impressive advancements
03 Rüschlikon, Switzerland. E-mail: oli@
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tion (ESI) available. See DOI:

41
in articial intelligence (AI), there arises a growing imperative to
adopt a data-driven methodology.19–22 This adoption will
empower scientists and researchers to utilize AI and to learn
from past experiments, recognize patterns in the data, and
ultimately suggest the next best experiments expediting R&D.23

One prominent trend in this data-driven approach involves
the rising popularity of Bayesian optimization24 (BO) and rein-
forcement learning in recent years.25–32 Notably, deep rein-
forcement learning techniques were used along with domain
knowledge of chemistry to improve the yield of four reactions
carried out in microdroplet reactors.28 Similarly, Taylor et al.33

used a ow-based reactor to optimize the Suzuki–Miyaura
coupling (3 continuous variables and one categorical) and C–H
activation (5 continuous variables) via multi-task BO in 5–22
experiments, thereby reducing R&D costs over conventional
optimization techniques. In a different study, BO techniques
were used to improve the yield of the Heck cyclization-depro-
tection34 in a ow system based on an automated continuous
ow platform parametrized by 4 input control variables such as
the residence time, equivalents and temperature. The authors
were able to achieve a yield of 81% in just 14 h (13 total
experiments) and discovered a favorable competing pathway.
Such ndings highlight the versatility and potency of BO in
diverse R&D scenarios.

One key challenge of incorporating BO methods in R&D is
that these methods are typically considered as black boxes with
limited explainability and interpretability,35 hindering their
widespread adoption. Additionally, when the search space is
large, researchers face difficulties in visualizing and
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Iodination of 1-chloro-2-ethynylbenzene using two different
routes (A) and the alternative three different aromatic alkynes (B) that
are simultaneously optimized.
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understanding the way that the parameters inuence the
objectives. Though non-linear dimensionality reduction tech-
niques such as t-SNE (t-distributed stochastic neighbor
embedding)36 or UMAP (uniform manifold approximation and
projection)37 have been used in chemistry applications such as
anomaly detection, process control,38 and biomolecule molec-
ular dynamics simulations,39 their application in BO models is
limited. For example, Shields et al.9 used t-SNE to cluster BO
samples in optimization campaigns, but the approach did not
address the objective space or surrogate model predictions,
leaving the relationship between inputs and objectives unex-
plored. Moreover, chemistry applications involve categorical
variables and constraints which can pose challenges to
conventional dimensionality reduction techniques. Successful
application of these techniques to BO methods can shed light
on the mechanisms by which BO methods can efficiently opti-
mize problems.

To further enhance the speed and efficiency of R&D, con-
ducting suggested experiments using automated robotic hard-
ware and automatically feeding their results back to the AI
platform can be highly benecial. This integration of AI and
automation is commonly referred to as a self-driving lab.40,41

These self-driving labs mark a revolutionary advancement in
R&D, redening our perception of time efficiency and of what is
possible. Self-driving labs are like time machines, presenting
the chemical and advanced materials sector with an opportu-
nity to reshape their R&D processes, accelerating their pipelines
to address challenges across the board. Recently, national and
international efforts have led to the development of a hub
towards democratizing these smart automated and data-driven
approaches.42–46

An area where these self-driving labs represent a trans-
formative leap is reaction optimization, where researchers
systematically explore reaction conditions to identify the
optimal set of experimental conditions and parameters for
a desired chemical transformation.11,26,27,47,48

In this study, we integrated the machine learning (ML)
engine from Atinary Technologies (SDLabs) and the robotic
platform from IBM Research (RoboRXN) to demonstrate the
autonomous optimization of the iodination of terminal alkynes
within a complex search space with categorical variables and
several constraints.

This reaction was chosen due to its signicance in enabling
the synthesis of complex organic molecules by introducing an
iodide group while preserving the alkyl group. The resulting
compounds can undergo various subsequent transformations,
such as nucleophilic additions,49 cross-coupling reactions,50

and cycloaddition,51 allowing for further functionalization of
iodoalkynes.52,53 There are multiple chemical routes available
for achieving iodoalkynes (see Fig. 1). In this study, we focused
on two different routes simultaneously to determine the most
effective reaction conditions: (i) the rst route utilizes N-iodo-
succinimide (NIS) as the iodinating agent,54 while (ii) the second
route involves chloramine-B as the oxidant and iodine salts as
the halogen source.55

We optimized the reaction using three distinct Bayesian
optimizers. Impressively, two out of the three optimizers
© 2024 The Author(s). Published by the Royal Society of Chemistry
achieved over 80% conversion for all four reactants within just
23 reactions. To gain insights into the underlying reasoning of
BO algorithms, we employed various visualization techniques.

In particular, we introduced a contour plot based on t-SNE
dimensionality reduction, specically designed to visualize
categorical spaces. This tool allowed us to enhance the inter-
pretability of BO methods, shedding light on their ‘black box’
nature and providing a more transparent, comprehensible
approach to self-driving labs.

2 Methods

Here, we provide details on the execution of the reaction, on the
integration of the platforms and on the AI algorithms employed,
as well as outlining the closed-loop optimization workow.
2.1 Reaction execution

The reaction conditions were assessed with two objectives:
achieving a high conversion of the alkynes and maximizing
product yield. The reaction parameters included the choice of
solvent, the concentration of reagents (catalyst, iodine source,
iodinating agent, and solvent), and reaction temperature (see
Table 1). Throughout the experiments, a standardized proce-
dure was followed, with a xed reaction time of 2 h and a total
reaction volume of 20 ml for all runs. In order to explore
a broader range of starting materials, four different aromatic
alkynes were simultaneously screened (see Fig. 1).

Solutions of the internal standard and starting alkynes were
prepared in acetonitrile at a concentration of 1 M. 100 ml
stainless steel reactors were preloaded with the required iodide
salts and iodinating reagents. Subsequently, the robotic platform
added the solvent, followed by 1 ml of a 1 M solution of the
alkynes. If applicable, a catalyst was added by the robotic plat-
form. The quantity of solvent was carefully adjusted to ensure
Chem. Sci., 2024, 15, 7732–7741 | 7733
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Table 1 All reaction parameters selected by the optimizer

Parameter

Alkyne group 2-Ethynyltoluene
4-Ethynyltoluene
1-Chloro-2-ethynylbenzene
1-Chloro-4-ethynylbenzene

Chloramine [eq.] 0, 1, 1.5, 2
Solvent MeOH, CH3CN/H2O, THF, DMF, DMSO, DCM,

EtOAc, 1,4-dioxane, MTBE, DCE
Iodine source KI, NaI, TBAI, NH4I, NIS
Iodine source [eq.] 0, 1, 1.5, 2
Catalyst PSTA, AcOH, none
Catalyst [eq.] 0, 0.1, 1
Temperature [°C] 25, 35, 45, 55, 65, 75, 85, 95
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a consistent reactor concentration of the alkyne, maintaining
a total reaction volume of 20 ml. The mixture was then heated to
the desired temperature and stirred for 2 hours under a nitrogen
atmosphere. Aer 2 h, the mixture was cooled to 25 °C, and the
reaction was quenched by adding 1 ml of a saturated thiosulfate
solution (in acetonitrile) followed by 1 ml of an internal standard
(1 M acetophenone in acetonitrile). A 0.3 ml sample of the
reaction mixture was automatically diluted 50x with acetonitrile
and ltered. From this diluted solution, a 5.0 ml sample was
injected by the robotic platform into an HPLC/diode array
detector (DAD) setup for analysis. A more detailed example
synthesis procedure can be found in Section A.5 of the ESI.†
2.2 Reaction parameter space

A multitude of potential combinations of reaction conditions
can be generated, resulting in a vast grid of potential candidate
conditions. To handle this efficiently, continuous variables such
as temperature were discretized into intervals (e.g., 10 °C
intervals), and equivalent reagents of 1 eq., 1.5 eq., and 2 eq.
were considered. This approach allowed managing the size of
the grid. The optimized parameters are listed as follows: alkyne
group (4 options), iodine source (5 options), iodine source
amount (4 options), solvent (11 options), catalyst (3 options),
catalyst amount (4 options), chloramine amount (4 options),
and temperature (8 options) and can be found in Table 1. It is
important to point out that certain constraints were imposed on
the grid of possible reaction conditions. For example, the
maximum allowed reaction temperature at each grid point was
set to the boiling point of the associated solvent to prevent
evaporation from affecting the reaction. Additionally, reagents
involved in the reaction, such as chloramine salts, were
required to be used in at least stoichiometric amounts (over 1
eq.). Combinations of reactants that were not involved in the
reaction mechanism were excluded to avoid interactions that
would not contribute to the desired outcomes. For instance, NIS
and chloramine salts or chloramine salts with the acid catalyst
typically used alongside NIS were not combined. With these
restrictions, we ended up with a grid size of 12 036 combina-
tions, which makes it impractical to extensively evaluate all the
possible combinations. The full grid can be found in the ESI.†
7734 | Chem. Sci., 2024, 15, 7732–7741
2.3 Yield and conversion measurements

To assess the yield and conversion of the formed products and
iodoalkynes, the DAD at 254 nm of the HPLC setup was used.
This detector is suitable since all starting materials and their
corresponding products are UV-detectable. An internal standard,
acetophenone solution (1 M in acetonitrile), was added (1 ml)
into the reactor vessel aer the reaction was completed and
quenched. This internal standard also allowed the detection of
errors during the injection of a sample. To correlate the peak area
with concentration in the reaction mixture, calibration curves
were obtained. These curves and synthesis procedure for refer-
encematerials can be found in the ESI (see Sections A.5 and A.6†)
and allowed the determination of yield and conversion. Since the
amount of starting material and the amount of internal standard
(both 1 ml of 1 M solutions) are equivalent, the internal standard
concentration can be used as a proxy during the yield and
conversion calculations, which are dened as follows:

Xconversion ¼ niðt ¼ 0Þ � niðtÞ
niðt ¼ 0Þ ¼ 1� CSMðt ¼ 2 hÞ

CSMðt ¼ 0 hÞ

¼ 1� CSMðt ¼ 2 hÞ
CIS

(1)

where CSM is the concentration of the starting material. This
corresponds to the fraction of consumed alkyne at t = 2 h
divided by the originally added concentration of alkyne at t =
0 which is equal to the concentration of the internal standard
CIS. The yield is dened as follows: w

Yyield ¼ Cproduct

CIS

(2)

here Cproduct is the product concentration normalized by the
internal standard concentration CIS. Due to a slight misalign-
ment of the calibration curve intercept with the zero point on
the y-axis, it is possible that certain reactants and their corre-
sponding products exhibit a higher yield or conversion than
theoretically expected. This discrepancy is likely attributed to
the accumulation of experimental errors stemming from factors
such as the preparation of handmade mixtures, the variability
in injection reproducibility, and concentration uctuations in
the stock solutions due to evaporation, among others.
2.4 Platform integration and closed-loop optimization

We established a seamless workow between the two cloud
systems: IBM's RoboRXN‡ robotic synthesis platform and the
ML-driven Atinary SDLabs§ platform. We did so by creating
a backend application that facilitates communication between
the two platforms using a JSON le containing the reaction
parameters, which is accomplished via Atinary Nexus, Atinary's
proprietary le exchange platform (see Fig. 2).

When new reaction parameters become available, the back-
end application queries the Nexus platform to process them
into a synthesis procedure. This synthesized procedure is then
automatically executed on the RoboRXN platform.

The operator can access the reaction status and relevant
information through a frontend web application (see Fig. 3),
which provides instructions on the amount of chemicals to load
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 The workflow between the two platforms: (1) first, the backend application queries the Nexus platform to check if there are new reaction
parameters to be processed. (2) If new parameters are found, the backend application converts them into a set of robotic actions that can be
executed on the IBM RoboRXN platform. (3) Additionally, the reaction parameters are also translated into mass and volume units so that the
operator can load the required reactants into the robotic platform. (4) Once the reactants are loaded, the operator can start the reaction using the
web application. (5/6) This triggers the execution of the robotic actions on the RoboRXN platform. (7) After the reaction is completed, the
operator manually checks the HPLC DAD-chromatogram to verify the results and enters the relevant peaks and their corresponding areas via the
web application. (8) Finally, the backend application automatically calculates the yield and conversion based on the entered peak areas and
returns them back to Atinary SDLabs.

Fig. 3 The graphical user interface of the Atinary SDLabs and the frontend application. SDLabs allows the user to configure the optimization
campaign, while the frontend facilitates the execution of the reaction and reporting of the measured yields and conversions.
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into the robot and enables the operator to return the result of
the HPLC DAD-chromatogram. Once the peak area of the
chromatogram is returned, the backend application calculates
the conversion and yield based on before-run calibrations and
returns these values to Atinary SDLabs. Overall, this workow
© 2024 The Author(s). Published by the Royal Society of Chemistry
enables a seamless communication between the two platforms
and facilitates the automation and optimization of chemical
synthesis.

Three algorithms were used to optimize the experimental
and process conditions of the iodination of terminal alkynes.
Chem. Sci., 2024, 15, 7732–7741 | 7735
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Fig. 4 Conversion progress chart for the Falcon Light campaign. The
gray area corresponds to the initial 11 reactions. Each pair of param-
eters is marked with a change in background color, the shape of the
dots indicates the alkyne used, while the color indicates if the NIS
(green) or chloramine (blue) route was used. If an alkyne is converted
over 80% (dotted line), the alkyne is no longer further optimized. The
optimization campaign ends when all four substrates reach 80%
conversion.
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These included three avors of Atinary Falcon (Falcon Light,
Falcon DNGO (deep neural network global optimization) and
Falcon GPBO (Gaussian process Bayesian optimization)), a suite
of general-purpose algorithms, which can solve optimization
problems that include continuous, discrete and/or categorical
variables with or without physicochemical descriptors, as well
as batch-constrained optimization. These algorithms are
dened in terms of their surrogate model and their acquisition
function. The surrogate model is a probabilistic method that
predicts the objective values and uncertainty from the input
parameters. The acquisition function is a policy that will select
the next points to evaluate given the surrogate model: it
balances the trade-off between exploration (sampling from
areas where the uncertainty is high) and exploitation (sampling
from areas where the predicted value is optimal). The yield and
conversion were jointly optimized for each of the alkyne groups.
The stopping (convergence) criterion for each alkyne group was
set to be surpassing an 80% conversion. In order to jointly
optimize the yield and the conversion, a weighted-sum scalari-
zation was implemented providing a weight of 0.9 to the
normalized yield and 0.1 to the normalized conversion. This
weighting scheme was designed to prioritize yield signicantly
more than conversion during the optimization process.
However, conversion was still accorded a measure of impor-
tance to favor reactions showcasing the reactivity of the starting
material over reaction conditions that experience no conversion
at all. The result of this weighted-sum function is from now on
referred to as merit. The obtained merit from the multi-
objective function was chosen as the maximization target for
all the optimizers.

Given that RoboRXN has a total of 6 reactors available
anytime, we opted to utilize parallelization. Instead of sending
a single set of parameters, we opted to send a set of two reaction
parameters simultaneously, which enabled us to run two reac-
tions in parallel for each of the three algorithms.

3 Results and discussion

For the three optimization campaigns, an initial set of 11
sampled grid points (out of the 12 036 possible combinations)
were picked as starting conditions. Aer the initial sampling,
the conditions used in the subsequent loops were recom-
mended by the ML algorithms, in batches of 2 experiments in
each round, until the stopping condition (conversion >80%) is
met for all the alkyne groups. The initial sampling approach
maximized sample diversity by employing a greedy heuristic,
where the grid points were sequentially selected based on how
many new unseen categorical options they explored. This
allowed us to cover all the solvents, alkyne groups, iodine
sources, and catalysts in 11 experiments. All the optimizers
shared the same initial 11 points, but continued the optimiza-
tion independently. The stopping condition for each alkyne was
reaching a conversion of 80%, which would lead to excluding
this substrate from the search space.

Fig. 4 illustrates the joint optimization of the conversion for the
four alkynes in 23 experiments for the Falcon Light optimizer. The
marker shapes and colors correspond to the alkyne group and the
7736 | Chem. Sci., 2024, 15, 7732–7741
reaction pathway used (either NIS or chloramine). The gure
shows a fairly low distribution of conversion for all alkyne groups
in the initial 15 experiments (3 iterations), and then shows that the
convergence criterion is reached for 2-ethynyltoluene at experi-
ment 17, followed by 1-chloro-2-ethynylbenzene at experiment 19,
4-ethynyltoluene at experiment 20 and 1-chloro-4-ethynylbenzene
at experiment 22. Regarding the reaction pathways, 4 out of the
initial 11 points featured NIS (green), and the remaining used
chloramine. Aer this initial set, only the chloramine route is
exploited by this algorithm.

Even thoughmost of the experiments were performed with 1-
chloro-2-ethynylbenzene (circle in the Fig. 4), these optimality
conditions were leveraged to optimize the other alkynes. In fact,
only two experiments used 4-ethynyltoluene before converging
and only three experiments used 1-chloro-4-ethynylbenzene and
2-ethynyltoluene before they converged, compared to 10 exper-
iments required to optimize 1-chloro-2-ethynylbenzene. Similar
results can be seen for the other two optimizers (see Fig. A.1 and
A.2 in the ESI†). The following sections compare the optimal
conditions across alkyne groups to further illustrate how their
information was transferred by the optimizers.

Fig. 5 shows a parallel coordinates chart illustrating the
global optimality regions from all the seen experiments in terms
of their measured conversion, yield and computed weighted-
sum merit to be maximized (0.9 yield + 0.1 conversion). Every
path represents an experiment; the le columns display the
parameters while the columns on the right show the measure-
ments (objectives). High values for merit correspond to good
performance and low values correspond to poor performance as
per the color-coding.

The parallel coordinates plot shows that there are multiple
optimal conditions for the four alkyne groups, all using chlo-
ramine, and only one using NIS. The chloramine paths (chlo-
ramine amount above 1 eq.) feature at least 1 eq. of any reagent,
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Parallel coordinates of the 16 converged experiments (conversion above 80%) from the three optimization campaigns. For the sake of
clarity, the remaining experimental conditions that lead to a conversion below 80% are not displayed. Each line corresponds to an experiment
and the columns correspond to the different variables (parameters, objectives and weighted-sum merit). The highlighted traces correspond to
the experiments with a conversion surpassing 80%. The merit corresponds to a normalized weighted sum; the higher the weighted sum the
better the performance. The traces are color-coded by the merit (i.e. darker traces indicate better performance than lighter ones). The plot with
all 49 observations is shown in Fig. A.24 in the ESI.†

Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 1

1/
16

/2
02

5 
2:

11
:0

9 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
1 excluding NIS, polar solvents such as MeOH, CH3CN and
CH3CN/H2O, temperatures below 65 °C, and no catalyst. These
results correspond to the optimality values reported by Liu
et al.,55 where they report the highest yield at room temperature
in CH3CN. The only NIS route uses CH3CN/H2O as a solvent,
a PTSA catalyst, 1.5 eq. of NIS and a temperature of 55 °C, which
resulted in a conversion above 80%, but still resulted in a near-
zero yield and a poormerit value. A plausible explanation for the
low yield observed from this reaction condition is the fact that
PTSA, as a relatively strong acid, can cause electrophilic
hydration of the alkyne group to the corresponding ketone. This
reaction is reported in the literature by Liu et al.,56 which
explains the high conversion with corresponding low yield. The
fact that uncatalyzed NIS reactions showed a low yield and
conversion corresponds to the observation by Yao et al.,54 where
they showed that the chemoselectivity and regioselectivity are
driven by the presence of an acid catalyst. The absence of the
catalyst can lead to the formation of a diiodovinyl substrate
instead of the desired product. The literature-reported optimal
conditions for the NIS route feature temperatures above 70 °C
and the AcOH catalyst, which was not visited in any of the
experiments. All of the seen NIS experiments resulted in poor
performance, which seemed to direct the optimizers to focus on
the more robust chloramine route. The following sections
visualize the performance of the Bayesian optimizer as a func-
tion of the parameter space and the seen experiments.

A contour plot was generated to visualize the objective values
and surrogate model predictions of the Bayesian methods. This
contour plot is the result of reducing the parameter space to 2
dimensions and setting the elevation to be the objective values at
the given iteration. Fig. 6 shows an example plot with the seen
objective values, and Fig. 7 illustrates the same plot showing the
surrogate-model predictions instead, which allows a visual quali-
cation of the models' predictive performance when compared
with the ground truth. Each experiment is shown as a marker in
the map: similar experiments appear close to each other in the
© 2024 The Author(s). Published by the Royal Society of Chemistry
contour plot. To reduce the high-dimensional space to 2 (xy)
dimensions, t-SNE (t-distributed stochastic neighbor embedding)
was used due to its ability to capture non-linear similarities in the
high-dimensional space and reect them in the low-dimensional
space.36 The resulting plot is shown in Fig. 6.

Fig. 6 illustrates the t-SNE plot using all the measured values
of the 49 experiments from the three independent campaigns.
The markers are shaped according to the alkyne group of the
experiment, and the annotations refer to the solvent, iodine
source and temperature of the experiment. Green markers
correspond to converged experiments surpassing a conversion
of 80%.

The annotations of Fig. 6 help visualize the way that t-SNE
reduced the parameter space into 2 dimensions. We see that
the experiments are mainly clustered by their solvent and
temperature. The vertical half is characterized by high temper-
atures and the lower half by low temperatures. The solvent
clusters can be read from le to right as follows: DCM, DCE,
DMSO, CH3CN/H2O, CH3CN and MeOH.

Overall, the best performing region of the contour locates at
the right-hand side, and the majority of the converged points
locate here. We can see more clearly here that none of the NIS
experiments had high yields, and most of them concentrate on
the le-hand side (poor performance) except the high-
conversion point at higher temperature and CH3CN/H2O as
shown in Fig. 5. Overall, the low-temperature chloramine route
was preferred and shown to be more robust across reagents,
solvents and temperatures.

The dimensionality reduction contour plot is also useful to
visualize the optimization trajectory. Fig. 7 illustrates the
sequence of experiments for the three optimization campaigns
under the same dimensionality reduction as for Fig. 6. The
color-code in Fig. 7 corresponds to the model predictions using
only their individual campaign data as training, as opposed to
Fig. 6 which shows all the experimental points color-coded by
their true value. In Fig. 7, the evaluated experiments of each
Chem. Sci., 2024, 15, 7732–7741 | 7737
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Fig. 6 Annotated t-SNE plot with the true merit, conversion, and yield using all 49 observations coming from the 3 independent optimization
campaigns (Falcon Light, Falcon GPBO and Falcon DNGO), each having the same 11 starting conditions and 12, 12, and 14 additional experiments,
respectively, adding up to a total of 49. The x − y coordinates correspond to the t-SNE components, markers correspond to past experiments,
and shapes correspond to alkyne groups. The marker annotations correspond to the iodine source, solvent and temperature associated with the
experiments (other parameters such as reagent amounts and catalyst are not shown). Nearby markers correspond to experiments with similar
parameter values, and the alkyne group value was not included in the dimensionality reduction. The color code of the contour map corresponds
to the true objectives (merit, yield and conversion): lighter colors correspond to optimal regions and the dark regions correspond to suboptimal
regions. Green markers correspond to converged experiments (>80% conversion).
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campaign are annotated with the iteration number at which
they were visited, whereas the unlabeled open markers are only
predicted and shown for comparison purposes with the ground-
truth. Although the rst iteration composed of 11 experiments
is equivalent for all 3 algorithms, each of the optimization
campaigns seems to exploit a particular region of the space and
leverage this information for the remaining alkyne groups. For
instance, the Falcon Light trajectory shows that the rst itera-
tions concentrate on the top le region for all three campaigns,
but aer discovering the MeOH solvent at iteration 3 and the
TBAI reagent at iteration 4, the algorithm exploits this infor-
mation to optimize the remaining alkyne groups (1-chloro-2-
ethynylbenzene and 2-ethynyltoluene). Similar analysis can be
done on the other two algorithms: Falcon DNGO concentrates
on the bottom le and center regions (CH3CN/H2OjNaI/KIj25 °
C), and Falcon GPBO concentrates on the top central region
(MeOH solvent at higher temperature).

The t-SNE plots also permit comparing the predictive
behavior of the different Falcon algorithms. When placing side-
by-side the merit contour map of Fig. 6 – with the ground-truth
merit values – with each of the contour maps of Fig. 7 – using
7738 | Chem. Sci., 2024, 15, 7732–7741
only the campaign points as training data – it is possible to
qualitatively compare the predictions of each of the algorithms
with the real values by comparing the color schemes. This
comparison reveals the deviated predictions in the unexplored
regions for each of the algorithms. For example, while Falcon
DNGO captures part of the local optimum around the top right
of the contour plot, it mistakenly predicts a poor performance
around the MeOH solvent and high temperature region for 2-
ethynyltoluene, whereas this is an optimal region found by
Falcon GPBO. For Falcon GPBO, the predicted merit follows
a similar trend to that of Fig. 6, yet it mistakenly predicts a local
optimum region at the bottom le (DCM solvent and NaI
reagent for 2-ethynyltoluene). Falcon Light also identies the
optimality region at the top right close to the observed points
yet fails to identify the optimal region at the bottom center.
Qualitatively speaking, the surrogate of Falcon GPBO seems to
capture the overall trend more accurately than the other algo-
rithms given the explored points of each campaign. Gaussian
processes are known to provide a good predictive power in the
low-data regime, and visually the explored points of Falcon
GPBO are more spread out in the space than for the other
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 t-SNE plot for the three optimization campaigns (Falcon Light,
DNGO and GPBO). The marker annotations correspond to the itera-
tion number of the specific campaign. The color-code corresponds
to the predicted surrogate model using only the labelled (closed)
markers as training data. A fully annotated version of these plots is
shown in the ESI.†
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algorithms. Overall, the t-SNE plot can be used to observe mean-
value predictions, uncertainty or acquisition function values of
Bayesian optimizers to better explain their “reasoning” for
experiment planning.

All the algorithms reached the goal of surpassing a conver-
sion of 80% with Falcon GPBO and Falcon Light at 23 experi-
ments (6 iterations) and Falcon DNGO at 25 experiments (7
iterations), which are a fraction of the total number of 12 036
combinations. Considering the 8-dimensional parameter space,
converging in 23–25 experiments (0.2% of the search space) and
6–7 BO loops is consistent with other referenced BO applica-
tions,9,33,34 showcasing the robust applicability of these methods
to different chemistry challenges.

These algorithms leverage the observed data to carefully
select the next points to evaluate, thereby augmenting the
sample efficiency in large and constrained search spaces. While
two reaction paths were available, all the algorithms selected
the chloramine path as it proved to be more robust to the tested
reagents, solvents and temperatures.
4 Conclusions

We have successfully showcased the integration of robotic
automation with Bayesian optimization techniques to explore
the optimal iodination of terminal alkynes, achieved through
the seamless integration of two cloud-based solutions: Atinary
Technologies' ML engine, SDLabs, and IBM RoboRXN's robotic
platform. We established a smooth workow by creating
a backend application that enabled communication between
the two cloud-hosted systems using a JSON-based protocol to
transfer reaction parameters and results. This setup allows for
© 2024 The Author(s). Published by the Royal Society of Chemistry
the optimization of reaction parameters characterizing
synthesis procedures. Our solution demonstrates the potential
for optimizing chemical synthesis in research and development
against different routes and control parameters.

Our study focused on the iodination of terminal alkynes,
which holds signicant importance in synthesizing complex
organic molecules while preserving the alkyl group and intro-
ducing an iodide group. By exploring two different routes, one
involving chloramine salts and the other utilizing N-iodosucci-
nimide (NIS) as the iodinating agent, we sought to determine
the most effective reaction conditions from a total of 12 036
possible combinations. Through the use of three distinct BO
optimizers, we achieved impressive results, with all optimizers
reaching over 80% conversion for all four reactants within
a minimal number of just 25 distinct reactions, covering only
ca. 0.2% of the total number of possible combinations. These
ndings showcase promising opportunities for efficient and
highly productive iodination of terminal alkynes.

Finally, we took a rst step towards tackling the interpret-
ability issues of BO models through the implementation of
diverse visualization techniques. Specically, the incorporation
of a customized contour plot based on t-SNE dimensionality
reduction proved to be instrumental in improving the
comprehension of BO methods. This novel approach effectively
illuminates the otherwise opaque nature of BO algorithms,
rendering them more transparent and insightful as an integral
part of the self-driving labs platform. By addressing the chal-
lenge of interpretability, our research makes a valuable contri-
bution to the wider acceptance and utilization of BOmethods in
chemical synthesis and other research and development
endeavors.

In conclusion, we believe that the integration of ML-driven
experiment planning, automated equipment, and interpret-
ability tools has the potential to change the way we identify
optimal synthesis routes and conditions, allowing for a cleaner
and more sustainable industry.

Data availability
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