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A comparative study of transient flow rate steps
and ramps for the efficient collection of kinetic
data†
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Transient cumulative flow rate varying methods have proven very effective for the collection of residence

time series data for reactions in continuous flow. In this study, comparisons will be made between data

collected from step changes and linear flow rate ramps, to inform method choice and minimise the

complexity of automation and control needed to implement these methods, without compromising the

quality of the data. Using two different analytical tools (in-line FTIR and on-line HPLC), the methods were

compared in two different flow system configurations, and across three chemical reactions of increasing

complexity. This work finds that the quality of the data collected using simpler step changes are

comparable to that collected using more complex ramping methods, when performed in a reverse push-

out (high to low flow rate) manner.

Introduction

Gathering reaction kinetics data is critical for the
development of any chemical process affording mechanistic
understanding and knowledge for scale up. Traditionally,
kinetic studies were perceived to be laborious and require
specialised knowledge and equipment. In recent years,
however, the increasing variety and availability of ‘plug and
play’ laboratory-scale analytical tools,1 boosted by advances in
laboratory automation,2,3 kinetics analysis methods,4 and
software,5,6 have substantially lowered the barrier for
implementation. However, most kinetic experiments still
require repetition to account for experimental and human
error. This problem is especially acute for reactions
performed in batch reactors, where mass and heat transfer
limitations can hinder the evaluation of a reaction's intrinsic
kinetics; the investigation of reaction kinetics in flow can
mitigate these problems while improving efficiency.7–10

Prior to the development of transient flow experiments, it
was widely accepted that it is easier to collect kinetic data using
batch reactors, compared to using steady state methods in
flow.11 Although steady state methods provide more accurate

reaction data, they are too time and material intensive,
requiring the same reaction conditions to be established
throughout the entire reactor volume, before a data point can
be collected. In the past 15 years, the emergence of a diverse
range of non-steady state (transient) flow approaches began to
challenge this approach, vastly improving the time efficiency
and data quality of kinetic experimentation by varying a
reaction parameter continuously.9,12–19 In order for these new
techniques to be adopted, however, significant benefits over
batch experiments must be demonstrated. Early methods,
involving switching on an energy source12 or changing the
volume of the reactor,13 improved efficiency but lack generality.
In comparison, cumulative flow rate changing methods (flow
rate step changes and ramps) are easier to implement and more
general, as reactions initialised by mixing reagents and/or
heating can also be monitored.9,14,17

Cumulative flow rate step changes were first developed by
Mozharov et al. in 2011 which were demonstrated to produce
kinetic data five times faster than steady state methods.14

This work focused on “push-out” (PO) step changes in which
the initial steady state is at a lower flow rate than the flow
rate after the step change (Fig. 1a). Deviations were reported
between the reaction data obtained from this method and
steady state methods, purportedly due to the time taken for
the flow rate to increase to the higher flow rate. Further
comparison between PO step changes, “reverse push out”
(RPO) step changes (high to low flow rate, Fig. 1b), and
steady state methods was performed by Durand et al.15 This
work noted that a PO step change is likely to have greater
error than a RPO step change but uses less material, as the
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initial higher flow rate for a RPO step change requires a
greater volume of solution to reach steady state. However, it
was noted that RPO step changes, or smaller PO step
changes, are useful when the sampling rate is a limitation.

Due to these perceived limitations of step change
methods, cumulative flow rate ramping methods were
developed. Generally the function of the flow rate ramp has
been either a non-linear reciprocal function (Fig. 1c),17 in
order to generate a linear residence time ramp, or linear
(Fig. 1d),16 for ease of implementation. These ramps have
generally been performed in a RPO type manner beginning at
a high flow rate and gradually transitioning to a lower flow
rate, producing a series of increasing reaction times
mimicking batch experimental data. Cumulative flow rate
ramps inherently use more material, more solvent, and take
more time than cumulative flow rate step changes, and
require greater pump control as the flow rate must be
changed gradually. Flow rate ramps have become the norm
by those skilled in the area as it is claimed the data produced
are more accurate, however, no comparative study has been
performed to justify this claim to warrant the use of these
more complicated and less efficient flow rate ramps.
Additionally, these more complex methods create a barrier-
to-entry for those wishing to collect kinetic data which would
be reduced by the use of step change methods.

To provide a useful comparison for both those utilising these
techniques already and to facilitate their implementation by
new users, in the following studies, comparisons are limited to
simple methods that can be easily implemented with standard
HPLC pumps. Although some HPLC pumps have the capability
to perform non-linear flow rate ramps or can be remotely
controlled, the methods were limited to linear flow rate
ramps,16 both PO and RPO, as the most generally
implementable. Linear residence time ramps (non-linear
reciprocal flow rate ramps) were not compared as they require
more specialised equipment and produce similar quality results
to linear flow rate ramps, albeit with a more even distribution
of time points.17

Results and discussion
Transient flow methods

Mathematically, all cumulative flow rate methods have the same
underlying mathematical principles. As the cumulative flow rate
is an integral parameter, the entire reactor volume is affected by
a change in cumulative flow rate. Each differential volume
element (or “slice”) of the reaction effluent must traverse
through the volume of the reactor as propelled by the
cumulative flow rate (Q). If this cumulative flow rate changes
over the course of the experiment (Q(t), e.g. in transient flow)
then this function must be integrated over the reactor volume
(VR) between the time at which the slice enters the reactor (ti)
and the time it exits the reactor (tf), which will give the
residence time (τ) (eqn (1)–(3)).

dV
dt

¼ Q tð Þ (1)

τ ¼ t f − ti (2)

ðVR

0
dV ¼ VR ¼

ðt f
ti

Q tð Þdt (3)

where VR = active reactor volume, Q(t) = cumulative flow rate
function, τ = residence time, tf = reactor exit time of slice, ti =
reactor entry time of slice.

After exiting the reactor, there is often a dead volume before
the analytical tool in which the reaction must be efficiently
quenched to avoid further reaction, most simply by rapid
cooling. In the same manner, this dead volume is also affected
by the cumulative flow rate function, and can be evaluated
similarly by integration of the dead volume (VD) between the
time at which the slice exits the reactor (tf) and the
measurement time (tm) (Fig. 2).

The evaluation of the integral is dependent on the cumulative
flow rate function(s) utilised. In the present work, this consists of
either a step change, or a linear ramp (Fig. 3). Such flow rate
functions have points of discontinuity at which the function
changes, and thus these integrals must be separated at the points
of discontinuity, such as at the step change itself. The direction
of the flow rate change is either a push out (PO, from low to high
flow) or a reverse push out (RPO, from high to low) method.

Fig. 2 Diagrammatic representation of a generic flow reactor system
with a dead volume between reactor and analysis device.

Fig. 1 Example cumulative flow rate functions (Q(t)) utilised for collecting
residence time data series: (a) push-out (PO) step change; (b) reverse
push-out (RPO) step change; (c) linear residence time ramp reciprocal
function (Q(t) ∝ 1/(1 + αt)); and (d) RPO linear flow rate ramp.
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Thus, in the following study, four transient flow methods will be
evaluated as the cumulative flow rate function changing over the

experimental time (Q(t)): (a) RPO step change, (b) PO step change,
(c) RPO ramp, and (d) PO ramp.

Flow rate step changes. For a generic system of reactor
volume (VR) and post reactor dead volume (VD) before the
analytical device, a step change of flow rate from an initial
cumulative flow rate (Q0) to a final cumulative flow rate
(Qend) performed instantaneously at t = 0 is evaluated as
follows to determine the corresponding residence times (τ) of
each reaction slice:

τ ¼
VR − Qend −Q0ð Þ tm − VD

Qend

� �
Q0

(4)

when

VD

Qend
< tm <

Q0 VR þ VDð Þ −QendVD

Qend Q0 −Qendð Þ (5)

where τ = residence time, VR = active reactor volume, Qend =
final cumulative flow rate of method, Q0 = initial cumulative

Fig. 3 Example plots of cumulative flow rate functions with respect to
experimental time for: (a) a RPO step change; (b) a PO step change; (c)
a RPO ramp; (d) a PO ramp.

Fig. 4 The graphical representation of the different regimes (a–d) where the integral of the blue area corresponds to the reaction volume and that
of the red area to the dead volume. The corresponding blue and red equations refer to the conversion of tf to τ and tm to tf respectively. The black
equations are the limits in which these regimes hold for a linear flow rate ramp, in this case demonstrated on the RPO ramp from Fig. 3c.
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flow rate of method, tm = time of analytical measurement, VD
= dead volume between reactor and analytical device.

Inclusion of dead volume terms in this evaluation
facilitates application to more flow systems in which the
analytical tool is not positioned directly after the flow reactor.

Linear flow rate ramps. For a given system (Fig. 2), a linear
flow rate ramp between cumulative flow rates Q0 – Qend over
a time period, t = 0 − tend, at a constant ramp rate (ρ) is
evaluated over the time it enters the reactor (ti), the time it
exits the reactor (tf), and the time it is measured by the
analytical device (tm). This evaluation affords distinct regimes
to derive the residence time (τ) experienced by a reaction
slice, from the measurement time of the analytical tool, and
the limits of these regimes can be determined (Fig. 4). Note
that in this derivation, the regimes are defined by the
equation for the transformation of tm into tf (red equations,
evaluated for VD) and the equation for the transformation of
tf into τ (blue equations, evaluated for VR) for legibility.

In previous derivations of residence time from linear flow
rate ramps, attempts were only made to extract a subset of
these regimes, and any dead volume between the end of the
reactor and the analytical device (VD, Fig. 2) was not
accounted for.16 Although some work on linear residence
time ramps did account for the dead volume, only a single
flow rate function regime was evaluated.17 In this work,
inclusion of all different regimes allows increased data to be
obtained from a single experiment, compared to previous
deconvolution methods.

Flow system configurations

The different methods were compared using two differently
configured flow systems. Configuration 1 (Fig. 5a) has
previously been described in our work,7 which was applied to
the Knorr pyrazole synthesis reaction, and the hydrolysis of
acetic anhydride. This configuration utilises an oil bath to

control the temperature of the reaction and an in-line FTIR
for reaction analysis. Configuration 2 (Fig. 5b) has also
previously been described,8 for the aromatic Claisen
rearrangement reaction. This configuration utilises an oven
to control the temperature of the reaction and a custom on-
line HPLC for reaction analysis (ESI† info).

Results and discussion
Exemplars

Three different chemical reactions (Scheme 1) were studied
in this work, with varying levels of complexity: the hydrolysis
of acetic anhydride, the condensation between pentane-2,4-
dione and phenyl hydrazine (Knorr pyrazole synthesis), and
the Claisen rearrangement of p-methoxyphenyl allyl ether.
More detailed discussion of the kinetics of the Knorr pyrazole
synthesis and aromatic Claisen rearrangement can be found
in our previous work.7,8

The hydrolysis of acetic anhydride 1 to acetic acid 2
(Scheme 1a) is an exothermic reaction widely used as a
benchmark for testing calorimetric systems.20–22 In the
presence of excess water, the pseudo-first order reaction is
highly exothermic (ΔHrxn of −63 kJ mol−1 in water22), which
can make accurate analysis challenging. Previously, kinetic
data of this reaction has been collected in flow using a linear
residence time ramp with in-line flow calorimetry.22 A
mixture of 1 : 4 dioxane and water was utilised, in order to
maintain a homogeneous reaction mixture.23,24

The Knorr pyrazole synthesis is a double condensation
reaction between a 1,3-diketone and a hydrazine to form the
pyrazole heterocycle. The reaction kinetics of this reaction
were previously studied in flow, performing an energy source
‘switch-on’ method to collect time series data to fit to a
global rate law.12 The reaction between pentane-2,4-dione (3)

Fig. 5 (a) Schematic of configuration 1 of the flow system utilising an
oil bath and in-line FTIR; and (b) schematic of configuration 2 of the
flow system utilising an oven and on-line HPLC.

Scheme 1 (a) The hydrolysis of acetic anhydride utilised in this study,
performed in a dioxane-water solvent mixture; (b) the formation of
pyrazole 5 from the reaction between pentane-2,4-dione (3) and
phenyl hydrazine (4); (c) the aromatic Claisen rearrangement of para
methoxyphenyl allyl ether (6) to phenol product 7 under super-
ambient conditions.
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and phenyl hydrazine (4) (Scheme 1b) was chosen for this
study as it has a more complex reaction pathway than the
hydrolysis of acetic anhydride.7

The aromatic Claisen rearrangement is a [3,3]-sigmatropic
pericyclic rearrangement reaction, which is generally
thermally activated (Scheme 1c). This reaction was chosen
due to the first order reaction kinetics and extreme
conditions (>200 °C) required, which benefit from the wider
reaction space afforded by flow. This reaction has been
studied kinetically in batch reactors in high boiling solvents,
asserting the first order kinetics,25 in flow utilising steady
state methods,26 and by us previously to demonstrate ‘one-
pot’ transient flow methods.8

The hydrolysis of acetic anhydride and Knorr pyrazole
reaction were performed with the flow reactor in
configuration 1, analysing the reaction mixture by in-line
FTIR (ESI† information). Kinetic data was recorded utilising
different transient flow methods, between flow rates of 0.2–5
mL min−1, which afforded yields up to 99% and 75%,
respectively, at a residence time of 20 minutes. The Claisen
rearrangement of allyl ether 6 was performed with the flow
reactor in configuration 2, analysing the reaction mixture by
on-line HPLC (ESI† information). Kinetic data was collected
utilising different transient flow methods, between flow rates
of 0.1–1 mL min−1, which afforded yields up to 92% at a
residence time of 32 min.

Acetic anhydride hydrolysis

Initially, conversions were collected for individual steady
state flow rates between 0.2–5 mL min−1, changing between
each steady state by a well-defined cumulative flow rate step
change (Fig. 6a). Averaged steady state conversion were
calculated and a linear regression of the natural logarithm of
acetic anhydride concentration was fitted, based on observed
pseudo-first order kinetics, within the FTIR calibrated
concentration range (above circa. 0.01 M, −4.6 on a ln([1]/M)
scale) (Fig. 6b). This fitted data provided the benchmark to
which different transient flow method data could be
compared. This experiment also produced data for small
RPO and PO step changes (Fig. 6c). These results showed very
good agreement between averaged steady state values (black
asterisks) and those obtained from the small RPO step
changes (coloured diamonds). However, there was more error
in the small PO step changes (coloured squares), potentially
simply due to the larger change in flow rate performed in
these cases.

RPO and PO step changes were performed across the
entire residence time range (red and blue dots, respectively,
Fig. 7), between 5–0.2 mL min−1, maintaining the same step
size for RPO and PO. Negligible deviation was observed for
the RPO step change whereas the PO step change had greater
error in the concentration measurements (average error in
the natural logarithm of concentration (ε) of 0.09 cf. 0.65,
Fig. 7b). Not only were the results from PO step changes less
accurate, but they also produce significantly lower quantities

of data, even with a relatively fast (15 seconds) analysis
sampling time (in-line FTIR). In contrast, a PO linear flow
rate ramp, applied upwards between 0.2–5 mL min−1 over 5
min (blue crosses, ε = 0.18) performed better than the full PO
step change (blue dots, ε = 0.65) at short residence times but
remained inaccurate in the rest of the flow rate range, albeit
with more data points collected. A RPO linear flow rate ramp
(downwards in flow rate, red crosses) afforded data that
contain slightly less error (ε = 0.08) than the RPO full step
change (red dots, ε = 0.09). These flow rate ramps have a
similar ramp rate (∼1 mL min−2) to other linear flow rate
ramps (cf. Hone et al. 10–1 mL min−1 over a 10 min ramp).16

A relatively fast ramp rate is desirable when utilising a fast
analytical tool (FTIR scan rate of 15 s) to maximise method
efficiency.

While the error associated with the RPO methods
(coloured diamonds in Fig. 6, red dots and red crosses in
Fig. 7) was more normally distributed, the error from PO

Fig. 6 (a) graph of acetic anhydride (1) concentration data collected at
steady state conditions and via small RPO and PO step changes,
varying cumulative flow rate (mL min−1) between the bracketed values;
(b) linear fitting for the natural logarithm of acetic acid concentration
average steady state values including fitted function and goodness of
fit; and (c) error analysis for the natural logarithm of acetic anhydride
concentration for small RPO and PO step change methods.
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methods (coloured squares in Fig. 6, blue dots and blue
crosses in Fig. 7) tends toward greater conversions. This is
presumably due to the delay in reaching a flow rate set point
when increasing the flow rate, producing residence times
consistently greater than those expected. Although error in
the PO step change is present at all residence times, error in
the PO ramp arises primarily at intermediary residence times,
which might be explained by the cumulative effect of
increasing flow rate: these intermediary data experience the
flow rate changing for their entire residence time, and thus
any small errors in changing flow rate to a faster flow rate
(slight delays) will be most prominent in these data. In

comparison, the data collected before and after the
intermediary region will have experienced a fixed flow rate
for some of their residence time and thus will have less error.

Knorr pyrazole synthesis

The comparison of residence time series collection methods
for the Knorr pyrazole reaction was performed primarily in
one continuous automated experiment (Fig. 8), in order to
avoid variation in multiple solution preparation and system
set up. This allows direct comparison between the different
residence time collection methods. This experiment
consisted of programming the HPLC pumps to deliver ramp
rates in the following order: a) a full RPO step (5–0.2 mL
min−1); b) a full PO step (0.2–5 mL min−1); c) a RPO ramp (5
min ramp, 5–0.2 mL min−1); d) a PO ramp (5 min ramp, 0.2–
5 mL min−1); e) two consecutive smaller RPO steps (5–1 mL
min−1 and 1–0.2 mL min−1), and; f) two consecutive smaller
PO steps (0.2–1 mL min−1 and 1–5 mL min−1). At the end of
this automated method, further steady state values (g) were
collected to provide independent verification of the transient
flow results, and a slower PO ramp (h, 15 min ramp, 0.2–5
mL min−1) was performed for further comparison.

Once again, the steady state data points were collected as a
benchmark to compare transient flow methods to. However, the
Knorr pyrazole reaction does not follow pseudo-first order
kinetics, and so data must be compared directly as
concentrations instead of through linearisation. An arbitrary
4th order polynomial was fitted to the steady state data (black
asterisks) to determine the absolute and proportional error in
each method for this example (Fig. 9). Initially, the curve was
overfitting the steady state data (Fig. 9a), observable in
comparison to the denser RPO full step data (blue dots).
Addition of one of the RPO step data points at 15 min residence
time, to mitigate the lack of steady state data between 10 and 20
min residence time, provided a better fit (Fig. 9b). It is worth
noting that this curve does not pass through the origin as it is
an arbitrary curve fitting, simply required as a comparison for
the data in the fitted range, i.e. not below 0.8 min. A detailed

Fig. 7 Acetic anhydride conversions afforded from RPO and PO
cumulative flow rate step changes between 5–0.2 mL min−1 and 5
minute RPO and PO linear flow rate ramps between 5–0.2 mL min−1

plotted as: (a) acetic anhydride (1) concentration; and (b) error analysis
for the natural logarithm of acetic anhydride concentration compared
to averaged steady state values.

Fig. 8 The concentration of pyrazole 5 for the Knorr pyrazole reaction described as monitored in one continuous experiment by an in-line FTIR
instrument while performing various residence time series data collection methods. Methods a–f were performed in an automated sequence. After
the automated sequence, methods g and h were performed.
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discussion of the true kinetics of this reaction has been
discussed elsewhere.7

RPO methods were found to have little error (average %
error for RPO step change = 2.5% Fig. 10b, and for RPO ramp
= 3.5% Fig. 10d), although the error at the beginning of the
RPO ramp is greater than expected. Notably, this
demonstrates lower average percentage error for the RPO step
change compared to the RPO ramp in this case. Interestingly,

the error is negative, suggesting a lower residence time early
on in the experiment than expected (Fig. 10d). However, once
again the PO full step method (Fig. 10c) has significant error
with both % error (blue dots) and absolute error (orange
triangles, average % error = 12.9%) decreasing as the
residence time increases. This suggests lower error at the
beginning of the experiment (longer residence times) and
increasingly greater error as the experiment progresses,
presumably as the later data has experienced a greater time
in the reactor at a flow rate which was below the expected
value. Small PO step changes (0.2–1 mL min−1 and 1–5 mL
min−1) show relatively little error compared to the full PO
step change, although they deviate slightly more than the
RPO step change data (Fig. 10b) and produce more sparse
data. Error in the PO methods once again tends toward
greater conversions, representing longer residence times than
expected in all cases.

In this example, a longer 15 minute PO ramp (Fig. 10f)
was also compared, which appears to have less deviation
from steady state data, although this data is still relatively
noisy. PO ramp data for both the 5 minute (Fig. 10e, average
% error = 7.1%) and 15 minute ramps (Fig. 10f, average %
error = 5.8%) show good low error at the beginning of the
experiment (longer residence times) and then increase in
error during intermediary residence times, before decreasing
again towards the final steady state. The slower ramp rate
may mitigate deviations from the steady state data by
increasing flow rate at a rate at which the pumps can
accurately change. If the pump rate of change is the key
factor in the observed deviations of PO experiments, this
could potentially be mitigated by using syringe pumps as
these have a smoother transition in flow rate, although
syringe pumps have other limitations such as lower
maximum working pressures and limited volumes.

Fig. 9 Comparison between fitted 4th order polynomial curves to
steady state average (a) or steady state average and 15 min RPO step
point data (b) compared to RPO step change data. These curves were
fitted to pyrazole product (5) concentration data in mM for simple
curve fitting.

Fig. 10 Error analysis of the concentration of pyrazole 2.5 utilising different residence time collection methods on the Knorr pyrazole reaction: (a)
steady state data; (b) RPO full step; (c) PO full step; (d) RPO 5 min ramp; (e) PO 5 min ramp; (f) PO 15 min ramp.
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Aromatic Claisen rearrangement

The comparison of methods for the aromatic Claisen
rearrangement reaction was performed across two experiments
(Fig. 11). In both experiments on-line HPLC analysis afforded
quantification of the starting phenyl ether 6 concentration (blue
dots) and the product phenol 7 concentration (red dots), and
subsequently yield (grey crosses), through comparison of peak
areas for 6 and 7 with the area of the internal standard peak. In
the first experiment (Fig. 11a), small RPO and PO step changes
(Fig. 12a, coloured diamonds and squares, respectively) were
performed, followed by full RPO and PO step changes between
0.1–1 mL min−1 (Fig. 12b, red and blue dots, respectively) to
capture the time course of the reaction. In the second
experiment (Fig. 11b), a RPO linear flow rate ramp (1–0.1 mL
min−1 over a 30 min ramp) followed by a PO linear flow rate
ramp (0.1–1 mL min−1 over a 30 min ramp) were performed
(Fig. 12b, red and blue crosses, respectively).

The pseudo-first order behaviour of this reaction allowed data
linearisation via a natural logarithm of the starting material (6)
concentration to better compare error between methods
(Fig. 13a). On performing this linearisation, it becomes
apparent from the denser RPO methods (red dots and crosses)
that there is an asymptote in the data after a residence time of
28 minutes at circa. 92% yield, potentially due to product auto
inhibition or unseen side reactions at high conversions. It is
noteworthy that this asymptotic behaviour is not readily

observable from the less data dense methods such as the full
PO step change (blue dots), PO ramp (blue crosses), or steady
state data points (black asterisks). This discrepancy from
pseudo-first order behaviour unfortunately makes method
comparison by fitting a straight line to linearised steady state
data points invalid. Further options for method comparison
were curve fitting an arbitrary polynomial to the (low density)
steady state data points (as utilised for the Knorr pyrazole
synthesis example for an unknown kinetic rate law) or moving
any data points at longer residence time than the asymptote
time (28 min) to the asymptote time. The second option
(Fig. 13b) was selected in this case to avoid inclusion of any
potentially erroneous RPO data in the fitting.

By the linearisation of this modified data, the error in the
different methods can now be compared (Fig. 14), revealing,
once again, greater discrepancy from PO methods (blue dots
and crosses, and coloured squares). These data demonstrate
that data collected via RPO methods are more accurate in all
cases than those from PO methods, and that the best quality
data can be obtained from RPO ramps (Fig. 14a, red crosses) or
small RPO step changes (Fig. 14b, coloured diamonds),
although the full RPO step (Fig. 14a, red dots) still produces
relatively accurate data. Average error magnitude in the natural
logarithm of concentration values of each method are ε = 0.09
(RPO step, red dots), 0.12 (PO step, blue dots), 0.04 (RPO ramp,
red crosses), and 0.10 (PO ramp, blue crosses).

Fig. 11 Transient flow experiment runs for the aromatic Claisen
rearrangement. (a) Multiple PO and RPO step changes; and (b) PO and
RPO ramps. All show quantified starting material (6) and product (7)
concentration and yield against experimental time.

Fig. 12 Graphs of yield of the aromatic Claisen reaction to produce
phenol 7 utilising (a) small RPO and PO cumulative flow rate step changes
between the bracketed cumulative flow rates (mL min−1) and (b) full RPO
and PO cumulative flow rate step changes between cumulative flow rates
of 1–0.1 mL min−1 and 30 min RPO and PO linear flow rate ramps between
the same values, compared to averaged steady state values.
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These data show that PO methods always under predict
conversion (positive error in natural logarithm of starting
material concentration), while RPO methods slightly over
predict conversion. This contrasts with the previous examples
in which the reaction progress was found to be over
predicted for PO experiments. The inverse occurring in this
case could be caused by the more extreme reaction
temperature (220 °C). At faster flow rates there will be a
greater length of reactor which takes longer to accurately
reach the reaction temperature. This would cause PO
methods – in which the reaction data is primarily collected at
faster flow rates – to have a shorter reactor length at the
reaction temperature and thus produce results with
depressed reaction progress. This is a system limitation
which could occur in any system independent of heating
method when high flow rates and high temperatures are
required, thus requiring greater heat flux. The effect of this
insufficient heat flux is less pronounced in RPO methods due
to the greater time spent at lower flow rates in which
sufficient heating power can be applied.

Conclusions

‘Push out’ and ‘reverse push out’ cumulative flow rate step
change and ramping methods were compared using three
exemplar reactions of varying complexity: the hydrolysis of
acetic anhydride, the Knorr pyrazole synthesis, and the

aromatic Claisen rearrangement. Through direct comparison
of data obtained from the different methods, and
quantitative error analysis, all the examples demonstrated
that RPO methods produce more accurate data than PO
methods. These results suggest that previous work
demonstrating errors from step changes can be primarily
attributed to the direction of the step change, and therefore
that RPO step changes are a useful simple method for
collecting kinetic data from a reaction in flow.14,15 This
method produced high quality kinetic data utilising a simple
method with programmable single piston HPLC pumps. As
the simple RPO step change can be performed manually, this
could be achieved with other manually controlled or
programmable pumps, and although utilisation of different
types of pump may affect the error in the data obtained, the
trends should remain similar.

Development of an improved mathematical method for
deconvoluting residence times from linear flow rate ramps
allows more reaction data to be obtained from these ramps
and in systems containing dead volumes. Utilising linear
flow rate ramps it was demonstrated that RPO ramps were
also more accurate than their equivalent PO ramps,
although by ramping at a slow enough ramp discrepancies
could be mitigated. This demonstrates that the standard use
of RPO type linear flow rate ramps, and related linear
residence time ramps, is justified in comparison to PO

Fig. 13 (a) A graph of the natural logarithm of the concentration of
the staring phenyl ether 6 for the full residence time range collected,
noting the kink at 28 minutes; (b) linear fitting for the natural logarithm
of the concentration of the staring phenyl ether 6 average steady state
values over a shortened residence time range, including fitted function
and goodness of fit.

Fig. 14 Error analysis of the concentration of starting phenyl ether 6
utilising different residence time collection methods on the aromatic
Claisen rearrangement reaction: (a) averaged steady state values, full
RPO and PO cumulative flow rate steps between 1–0.1 mL min−1, and
30 min RPO and PO linear flow rate ramps over the same flow rate
range; and (b) RPO and PO small cumulative flow rate step changes
between the bracketed values of cumulative flow rates (mL min−1).
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ramps. These linear flow rate ramps, however, require
programmable pumps, although pumps with the capability
of performing linear flow rate ramps are more available and
cheaper than those for more complex flow rate ramps, such
as those used to produce linear residence time ramps.

Comparing RPO step changes to RPO ramps demonstrated
similar data accuracy and data density in the discussed
examples. In light of this work, RPO step changes should be
considered the preferred method for those new to the field
for reaction time series data collection in transient flow
experimentation, due to the simpler implementation and
deconvolution of these methods. For those researchers in
industry and academia interested in collecting accurate
kinetic data a RPO step change should be a quick and easy
first port of call, possible with almost all flow setups in either
a manual or automated fashion. Of course, in exceptional
cases in which residence times are small in comparison to
analytical speed, or if greater experimental complexity is not
prohibitive, a slower ramp should be used to increase data
density. Other than these cases, the RPO step method offers
comparable data accuracy while requiring simpler
deconvolutional methods, cheaper less sophisticated
equipment, less experimental time, and less material than a
ramping method.
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