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Shell-dependent photofragmentation dynamics
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Radiation therapy uses ionizing radiation to break chemical bonds in cancer cells, thereby causing DNA

damage and leading to cell death. The therapeutic effectiveness can be further increased by making the

tumor cells more sensitive to radiation. Here, we investigate the role of the initial halogen atom core

hole on the photofragmentation dynamics of 2-bromo-5-iodo-4-nitroimidazole, a potential bifunctional

radiosensitizer. Bromine and iodine atoms were included in the molecule to increase the photo-

ionization cross-section of the radiosensitizer at higher photon energies. The fragmentation dynamics of

the molecule was studied experimentally in the gas phase using photoelectron–photoion–photoion

coincidence spectroscopy and computationally using Born–Oppenheimer molecular dynamics.

We observed significant changes between shallow core (I 4d, Br 3d) and deep core (I 3d) ionization in

fragment formation and their kinetic energies. Despite the fact, that the ions ejected after deep core

ionization have higher kinetic energies, we show that in a cellular environment, the ion spread is not

much larger, keeping the damage well-localized.

1 Introduction

Radiosensitizers are agents that enhance the efficacy of radio-
therapy by making cancer cells more sensitive to ionizing
radiation.1,2 Among them, electron-affinic nitroimidazole deri-
vatives – so-called oxygen mimetics – are particularly promising
due to their ability to accumulate in radioresistant hypoxic
tumors.3–6 However, the underlying mechanisms of how these
compounds interact with radiation and/or secondary particles
generated in the cells and induce sensitization remain poorly
understood.

The oxygen fixation hypothesis suggests that molecular
oxygen attaching to a DNA can make single and double DNA

strand breaks permanent, leading to irreparable cell damage.7

Nitroimidazoles activated by radiation or by ion/electron colli-
sions can also interfere with DNA repair processes. The
increased damage enables lowering the radiation doses and
reducing the side effects of radiotherapy. Molecular radio-
sensitizers require radiation activation before their sensitizing
effects can occur,7,8 and understanding the nature of these
activation processes is crucial in comprehending how radio-
sensitizers function. Previous molecular studies have aimed to
provide a fundamental understanding of the activation by
probing the interactions between radiosensitizers and ionizing
radiation/secondary particles (ions, electrons) in the gas
phase.9–23 These fragmentation-oriented studies provided valu-
able insight into the occurring rearrangement reactions and the
fragment formation upon dissociation of various nitroimid-
azole-based radiosensitizers – predominantly in the photon
energy region E60–670 eV. Notably, the efficiency of the radio-
sensitizers was suggested to be correlated with the quantity of
produced ions/radicals originating from the nitro group. Radio-
sensitizers that demonstrated higher efficacy in a clinical trial
were observed to generate increased quantities of such pro-
ducts following fragmentation in the gas phase.15,16 It is
important to emphasize that nitro group constituent, NO,
serves as a more effective radiosensitizer than oxygen,24,25 while

a Department of Physics and Astronomy, University of Turku, FI-20014 Turku,

Finland. E-mail: leapih@utu.fi
b Department of Physics and Astronomy, University of Uppsala, SE-75120 Uppsala,

Sweden
c Institute of Physics, University of Tartu, W. Ostwald 1, EST-50411, Tartu, Estonia.

E-mail: marta.berholts@gmail.com
d Department of Chemistry – BMC, University of Uppsala, SE-75123 Uppsala,

Sweden
e Center for Free-Electron Laser Science, DESY, DE-22607 Hamburg, Germany

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d4cp00367e

Received 26th January 2024,
Accepted 21st February 2024

DOI: 10.1039/d4cp00367e

rsc.li/pccp

PCCP

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
Fe

br
ua

ry
 2

02
4.

 D
ow

nl
oa

de
d 

on
 6

/2
8/

20
25

 3
:2

6:
55

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0001-7467-6968
https://orcid.org/0000-0001-9526-775X
https://orcid.org/0000-0001-5275-5913
https://orcid.org/0000-0003-4172-3478
https://orcid.org/0000-0001-5029-7429
https://orcid.org/0000-0003-1453-4663
https://orcid.org/0000-0003-2638-1940
https://orcid.org/0000-0001-7609-6262
http://crossmark.crossref.org/dialog/?doi=10.1039/d4cp00367e&domain=pdf&date_stamp=2024-03-01
https://doi.org/10.1039/d4cp00367e
https://doi.org/10.1039/d4cp00367e
https://rsc.li/pccp
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/D4CP00367E
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP026011


8880 |  Phys. Chem. Chem. Phys., 2024, 26, 8879–8890 This journal is © the Owner Societies 2024

NO2 has strong oxidizing properties relevant for the fixation of
radiation-induced damage.26

An alternative sensitization mechanism involves incorporat-
ing high atomic number elements or materials such as Au, Pt,
Gd, and halogens into the tumor cells.27–31 The heavy element
functions as an X-ray ‘‘antenna’’, having higher photo and
electron absorption cross-sections at higher photon energies
compared to common cellular elements such as H, C, N, and O.
Consequently, this leads to an intensified and localized release
of secondary X-rays and electrons from the radiosensitizers
after their initial interaction with X-rays. Significant quantities
of low-energy electrons (LEEs) – including photo-, Compton,
Auger–Meitner, intermolecular/interatomic coulombic decay
(ICD),32–34 and electron transfer-mediated decay (ETMD)35 elec-
trons – are generated with energies below 30 eV. LEEs are highly
efficient not only at ionizing water molecules,36 which then
produce harmful radicals that cause breaks in DNA strands,37,38

but also at directly attacking DNA.39 However, the DNA
breakages can be repaired rather efficiently40,41 unless an
irreversible reaction occurs at the site of the DNA radical.
Therefore, in hypoxic environments, oxygen mimetics are
required to interfere with the DNA repair processes. Bifunc-
tional compounds, wherein a halogen atom is attached to a
nitroimidazole moiety, offer a potential approach for low-
energy photon radiotherapy.42,43 Above 33.2 keV photon energy,
the ionization cross-section of iodine is significantly higher
than that of lighter elements resulting in enhanced absorption
of X-rays, reaching a maximum dose enhancement ratio around
50 keV.44 Moreover, it was shown in vitro on human colonic
adenocarcinoma cells that iodinated nitroimidazoles have
higher radiosensitizing efficiency than non-halogenated com-
pounds at 50 keV.45

In this work, we present a detailed description of the
photodissociation dynamics in a model radiosensitizer com-
pound 2-bromo-5-iodo-4-nitroimidazole (henceforth referred to
as BrINim). The structure of the molecule is shown in Fig. 1.

The molecule combines two distinct sensitization mechan-
isms characteristic of both heavy elements and nitroimida-
zoles. The fragmentation of the protonated version of this
molecule was recently studied using near-edge X-ray absorption
mass spectrometry,23 and building on this we examine here
the fragmentation behavior of the non-protonated molecule
upon core-ionization at the I 4d, Br 3d, and I 3d edges using
multiparticle coincidence spectroscopy in the gas phase and

Born–Oppenheimer-based molecular dynamics. The primary
objective is to quantify the resulting fragments and their kinetic
energies aiming to find clues regarding the better radiosensi-
tivity of halogenated nitroimidazoles from the perspective of
molecular fragmentation. Furthermore, we simulate the beha-
vior of the oxygen ions in a water box to estimate the spread of
ions in a cellular environment after the molecule’s fragmenta-
tion depending on the ions’ initial kinetic energy and therefore
make predictions regarding the damage localization.

2 Experiment

The photoelectron–photoion–photoion coincidence spectro-
scopy (PEPIPICO) experiment was carried out at the gas-phase
endstation46 of the Finnish–Estonian beamline (FinEstBeAMS)47,48

at the MAX IV synchrotron radiation facility. The beamline uses an
SX700 monochromator (FMB Feinwerk-und-Messtech GmbH) and
receives radiation from an Apple II type undulator. We used
horizontally polarized light in the experiment. The photoelec-
tron–photoion–photoion coincidence (PEPIPICO) setup consists
of a modified Wiley–McLaren ion time-of-flight (TOF) spectro-
meter, equipped with a Roentdek 80 mm MCP and a HEX-anode
detector, and a modified Scienta R4000 hemispherical electron
analyzer, which is equipped with a 40 mm microchannel plate and
a resistive anode position-sensitive detector (Quantar Inc.).

The BrINim powder sample (C3HBrIN3O2, BLD Pharmatech,
stated purity 97%) was evaporated from an MBE-Komponenten
effusion cell at a temperature of 120 1C into the interaction
region, where the molecular beam crossed with the monochro-
matized synchrotron radiation beam. We ionized the I 4d, Br 3d
and I 3d core orbitals using photon energies of 85 eV, 115 eV,
and 670 eV, respectively.

Detection of the targeted photoelectrons provided triggers
for ion extraction voltage pulses. The combined coincidence
data consists of ion flight times, ion hit positions and electron
hit positions per trigger. Additionally, the extraction voltages
were also triggered by non-coincident ‘‘random’’ triggers,
which were obtained from a pulse generator and interleaved
with the coincident electron triggers to be later used in a
statistical false coincidence background removal.

For I 4d and Br 3d measurements, the electron analyzer was
operated under a pass energy of 100 eV with a curved entrance
slit of 2.5 mm, resulting in an energy resolution of 625 meV. In
the I 3d measurement, the pass energy of 200 eV was used with
a straight entrance slit of 4 mm with an energy resolution of 2
eV. The following TOF voltages were used for all measurements:
extraction �150 V, MCP 2300 V, drift tube 900 V, ion lens 100 V,
and anode 250 V.

2.1 Data analysis

Some level of ion loss is inevitable in mass spectrometric
experiments. For instance, ions hitting the detector could
remain undetected due to detector efficiency and dead time
effects. Here, the same TOF spectrometer voltages were used in
all three experiments. However, I 3d ionization producedFig. 1 Molecular structure of 2-bromo-5-iodo-4-nitroimidazole (BrINim).
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fragments with much higher kinetic energy (particularly the N+

and O+ ions). These ions were missing the detector if they
obtained a high enough initial velocity component in the
perpendicular direction against the TOF central axis during
dissociation. Therefore, the I 3d experiment involved more ion
loss than the other two experiments.

To correct for the ion loss in coincident TOF mass spectra,
we extracted the three-dimensional momentum vector for each
ion using the flight time and the hit position on the detector.
We then projected the momenta onto the pyz plane, divided the
projection into sectors, and counted the number of ions in each
sector. By assuming an isotropic momentum distribution and
that all ions in the most populated sector were detected, we
estimated ion transmission. Distortions of the isotropic dis-
tribution may occur due to e.g. intramolecular scattering,
introducing minor systematic errors to the procedure. This
method allowed us to correct the ion loss of all ionic fragments
except for those containing bromine, due to the overlapping
of the two isotopes in TOF spectra. More details about the
correction procedure and its results can be found in ESI†
(see Table SI).

3 Theory

To complement the experimental data, we used density func-
tional theory (DFT) calculations to simulate the fragmentation
dynamics occurring within femtoseconds after photoionization
and subsequent Auger–Meitner decay. We used the Siesta
code,49 which employs Born–Oppenheimer-based molecular
dynamics in conjunction with pseudo-potential DFT. The wave
functions were modeled using the default double-zeta+ polar-
ization basis sets as implemented in Siesta, the core regions
were described using norm-conserving pseudo-potentials, and
all unknown exchange and correlation effects were included in
the PBE-GGA functional.50

The BrINim molecule was first allowed to relax to its
geometrical ground state, followed by a 2 ps presimulation
using the Verlet algorithm. For charge states q = +2 and q = +4
(henceforth all charges are given in units e), 77 and 83 inde-
pendent snapshots, respectively, of the geometry were sampled
from the presimulation and used as starting configurations in
the fragmentation simulations. This eliminates artifacts arising
from the initial conditions. The ionization is assumed to be
sudden and the core hole lifetimes are approximated to be
much shorter than the movement of the nuclei, thus the
fragmentation simulation starts with the charge of the mole-
cule delocalized across the valence orbitals.

The simulations corresponding to shallow core ionization
(I 4d, Br 3d) are initiated at charge state q = +2, while deeper
core ionization (I 3d) simulations are initiated at charge state
q = +4. To account for the rapidly increasing electronic tem-
perature due to the loss of Auger–Meitner electrons, the elec-
tronic temperature was set to 5000 K for the +2-system and to
15 000 K for the +4-system, resulting in increased energy in the
molecule by E5 and 15 eV, respectively. The dissociation of

BrINim2+ and BrINim4+ were thereafter observed for 1 ps
duration with time-steps of 0.5 fs. We estimated the breakage
of covalent bonds and the regulation of the different possible
fragmentation pathways using the bond integrity parameter B,
as defined by Grånäs et al.,51 which was calculated for each
bond at each timestep t,

BABðtÞ ¼
1

N

XN
i¼1

1þ elðjDj�0:5Þ
� ��1

(1)

with

D = diAB(t) � m(dT
AB(t)) � s(dT

AB(t)).

It incorporates the distance dAB(t) between atoms A and B,
the mean distance m and standard deviation s between A and B
from the presimulation, and a smearing parameter l. B

stretches from 1 (intact bond) to 0 (broken bond).
To study the charges on the fragments recorded at the final

time step we have performed Mulliken charge analysis using
post-Hartree–Fock theory as implemented in the Orca
software.52 We have used the RI approximation with MP2
correlation integrals,53 cc-PVTZ basis set for C, N, O, H, and Br
atoms,54 and SARC-ZORA-TZVP basis set for I.55

In addition to the DFT calculations, we conducted classical
molecular dynamics simulations using GROMACS (version
2018.8)56,57 to investigate the temperature dependence of the
displacement of an O+ ion within a 5 � 5 � 5 nm3 water box
until reaching thermal equilibrium. We performed presimula-
tions with the ions at an average kinetic energy of 2.90 eV,
3.45 eV, and 7.96 eV (corresponding to 33 653 K, 40 035 K, and
92 372 K) for 1 ps, using a simulation time step of 0.05 fs, and
saving data frames every 10 fs. From each frame of these
presimulations, the velocities of the ions are extracted and ions
are subsequently positioned at the center of a previously
equilibrated 300 K water box. Following this, a total of 100
simulations, each lasting for 1 ps, were executed for each of the
three ion temperatures. During these simulations, water mole-
cules were coupled to a 300 K thermal bath using the velocity
rescaling thermostat,58 while the ion remained decoupled. The
TIP3P water model59 was employed for the water molecules,
whereas the ion underwent an ad hoc parametrization using
Gaussian,60 Antechamber,61 and ACPYPE62 tools. From the
simulations, we calculated the ions’ radius of gyration63 as a
measure of their geometrical spread.

4 Results
4.1 Electron–ion–ion coincident mass spectra

The PEPIPICO experiments were run upon ionizing the mole-
cule with 85 eV, 115 eV, and 670 eV photons, i.e. just above
iodine 4d, bromine 3d, and iodine 3d ionization thresholds,
respectively. We measured the following binding energies for
BrINim: I 4d5/2 – 57.56 eV, I 4d3/2 – 59.28 eV, Br 3d5/2 – 77.32 eV,
Br 3d3/2 – 78.35 eV, I 3d5/2 – 639.26 eV, and I 3d3/2 – 650.42 eV.
For I 4d and Br 3d, the standard deviation is 0.01 eV, while for

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
Fe

br
ua

ry
 2

02
4.

 D
ow

nl
oa

de
d 

on
 6

/2
8/

20
25

 3
:2

6:
55

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/D4CP00367E


8882 |  Phys. Chem. Chem. Phys., 2024, 26, 8879–8890 This journal is © the Owner Societies 2024

I 3d it is 0.02 eV. The photoelectron spectra extracted from the
PEPIPICO datasets are included in the ESI† (see Fig. S1–S3).

In Fig. 2(a), we present three mass spectra, converted from
the time-of-flight scale, that coincide with the I 4d, Br 3d, and I
3d photoelectrons. Peak areas from the TOF spectra, normal-
ized as ion counts per electron trigger for each m/q ratio, are
given in Fig. 2(b) by solid bars. The shaded fractions of the bars
show the addition of the estimated lost-ion fraction to the
detected peak areas. Statistical errors for the normalized peak
areas were calculated from the Poisson statistics of the ion
counts and are negligibly small compared to the variations in
Fig. 2(b). The lost-ion correction is another, systematic source
of error, which is however difficult to characterize. We do not
assign specific numeric error-bar values that take into account
the lost-ion corrections but estimate them to dominate over the
statistical error. As related to the observed differences in
Fig. 2(b), we can say on the example of the fragment at m/q
127 (from here on given in u/e units), that we consider the
difference between I 4d and Br 3d ionizations to be significant,
while the difference between the Br 3d and I 3d ionization
is not.

Ionization of shallow and deep core levels leads via Auger–
Meitner decay in one or two steps to a distribution of

dissociative multiply charged states. We approximate the charge
state distribution of the molecule after I 4d, Br 3d, and I 3d
photoionization to the known charge state distributions of the
neighboring rare gas elements Xe 4d,64 Kr 3d,65 and Xe 3d,66

correspondingly. Thus, the approximated charge distribution for I
4d is 81% 2+ and 19% 3+, for Br 3d 70% 2+ and 30% 3+, and for I
3d 0.3% 2+, 4% 3+, 39% 4+, 32% 5+, 20% 6+, 4% 7+, 0.5% 8+.
Consequently, the shallow core ionization (I 4d, Br 3d) mostly
results in a doubly charged molecule. The deeper I 3d photoioni-
zation leads to more highly charged states, predominantly +4, +5,
and +6.

For shallow core levels, the most abundant ionic fragment is
NO+, followed by I+ for the I 4d edge and Br+ for the Br 3d edge.
Additionally, C2N+ fragment at m/q 38 is strongly present in
both spectra. However, notable differences can be observed
when comparing the ions of higher masses. In I 4d mass
spectrum, heavier ions such as C3HBrN2

+, CHIN+, C2HIN+,
C3HIN2

+, and C2HBrIN+ are observed. Conversely, with higher
photon energy in the Br 3d spectrum, these ions are missing,
and the ion distribution shifts towards lighter masses. The
intensities of small atomic fragments, C+, N+, and O+, notice-
ably increase mostly at the expense of heavier fragments such
as NO+, C2N+, and NO2

+. Interestingly, the intensity of the intact

Fig. 2 (a) Ion mass spectra of BrINim recorded in coincidence with the iodine 4d, bromine 3d, and iodine 3d photoelectrons at the photon energies of
85 eV, 115 eV, and 670 eV, correspondingly. The spectra are normalized by the number of coincident photoelectrons. Note that in the I 3d ionization
experiment, the lineshape of N+ and O+ ions is altered because these ions have obtained a higher kinetic energy upon dissociation which resulted in peak
broadening and ion loss at the peak center. A peak at m/q 15 contains contributions from both N+ and O+. (b) Extracted peak areas from the spectra
above. The patterned bars are the estimate of the ions lost. In the assignments, the m/q value of Br is 80, which represents the average mass of its
isotopes.
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ring ion C3HN2
+ at m/q 65 does not change significantly for all

three measured edges. Furthermore, it even shows an increase
for the I 3d edge, when also including the fragment at m/q
64 – the ring that has lost its hydrogen.

The I 3d mass spectrum is characterized by the increased
amount of atomic ions that form above 70% from all fragments
created. Accounting for the correction, the C+ ions dominate
the spectrum followed by O+, N+, I+, and Br+ ions. Note that the
actual production of Br+ should be higher than shown in
Fig. 2(b) since the ion loss correction could not be applied to
it. Nevertheless, it is clear that the ionization of a deep core
level results in a more vigorous fragmentation than the ioniza-
tion of the shallow core levels. This is explained by the creation
of a highly charged final state that results in a more energetic
Coulomb explosion. Indeed, in the I 3d experiment, N++ and
O++ dications are detected unlike upon shallow-core ionization,
indicating a higher charge state of the parent. The magnitude
of the Coulomb explosion is reflected in the widths of the ion
peaks: in the I 3d mass spectrum, the widening of the peaks is
observed for the fragments such as C+, N+, O+, NO+ Br+, and I+.
Note that N+ and O+ ions are partly overlapping at around m/q
15 in Fig. 2(a), but in Fig. 2(b) the contribution of each ion was
accounted for. Generally, the multiatomic ions become much
weaker or disappear completely except for m/q 24, 26, 64, and
65. In comparison with the I 4d spectrum, there is a significant
decrease by 67%, 86%, and 87% in the production of C2N+,
NO+, and NO2

+ fragments, correspondingly.

4.2 Fragmentation simulations and charge analysis

Yields of various fragments were also investigated by Born–
Oppenheimer-based molecular dynamics simulations for two
chosen charge states of the parent molecule: q = +2 and q = +4
approximating, respectively, a shallow inner-shell ionization
followed by a one-step Auger decay and a deeper inner-shell
ionization followed by a multi-step Auger decay. All fragments
that were present at the end of all simulated trajectories are
listed in Table 1 and their occurrence probabilities are also
summarized by Fig. 3. The fragments that were also detected in
the experiment are highlighted in bold. A direct comparison
with the three coincidence measurements shown in Fig. 2(b) is,
however, not possible since the simulations do not reproduce
the localization of the unit charges to the fragments. We have
computed the average partial charges of the fragments using
Mulliken charge analysis as an approximate indicator, showing
what fraction of each fragment in the simulated trajectories
would carry a positive charge and therefore be directly compar-
able with the experimental results. High positive partial charges
in Table 1 suggest that likely an ionic fragment is produced.

One first notes that the ring fragments heavier than the
nitro-group fragment (m = 46 u) are only produced in dicationic
trajectories. These include ring segments with iodine or bro-
mine (CHIN, CHIN2, CHBrN, C3HBrN2). Such fragments are
also observed experimentally in shallow inner-shell ionization
of I 4d. The quadruply-charged trajectories are, in contrast,
dominated by a high degree of atomization: 68% of all frag-
ments are atomic for q = +4, as compared to 42% for q = +2.

This trend with charge increase is only expected and is
observed also in the experiment (Fig. 2(b)), where 71% of
fragments are atomic following the I 3d ionization, as com-
pared to 30% in I 4d. The most dramatic change occurs in the

Table 1 Fragments and the probabilities with which they were observed
in the Born–Oppenheimer based molecular dynamics simulations after
1 ps for I 4d and Br 3d ionization (q = +2), and I 3d ionization (q = +4). The
average partial charges of the fragments with their standard deviation
(entries without standard deviation are calculated from one event only) are
given in columns %zq=+2 and %zq=+4. Fragments observed in the experimental
mass spectra are indicated in bold

m (u) Fragments q = +2 (%) %zq=+2 (e) q = +4 (%) %zq=+4 (e)

1 H 11.7 0.35 � 0.08 54.2 0.33 � 0.07
12 C 15.6 0.29 � 0.11 73.5 0.23 � 0.11
14 N 3.9 0.12 � 0.23 73.5 0.08 � 0.15
15 NH — — 16.8 0.29 � 0.06
16 O 48.0 �0.21 � 0.08 96.4 0.11 � 0.15
24 C2 1.3 0.28 33.7 0.38 � 0.06
26 CN 9.1 0.21 � 0.06 57.8 0.20 � 0.15
27 CHN 15.6 0.28 � 0.12 24.1 0.38 � 0.10
30 NO 42.9 0.27 � 0.11 84.3 0.58 � 0.10
38 C2N 5.2 0.40 � 0.09 4.8 0.32 � 0.03
39 C2HN 1.3 0.67 4.8 0.68 � 0.06
42 CNO 1.3 0.67 — —
46 NO2 46.7 0.09 � 0.17 3.6 0.74 � 0.08
52 C2N2 2.6 0.05 � 0.01 — —
53 C2HN2 2.6 0.39 � 0.08 — —
64 C3N2 2.6 0.49 � 0.01 — —
65 C3HN2 9.1 0.78 � 0.07 — —
69 C2HN2O 1.3 0.99 — —
80 Br 26.0 0.43 � 0.06 100 0.94 � 0.12
92 CBr 6.5 0.64 � 0.11 — —
106 CBrN 13.0 0.59 — —
107 CHBrN 6.5 0.99 � 0.27 — —
118 C2BrN 5.2 0.87 � 0.05 — —
127 I 63.6 0.76 � 0.11 100 1.45 � 0.14
144 C3N2Br 1.3 0.79 — —
145 C3HBrN2 20.8 1.21 � 0.10 — —
153 CIN 2.6 0.59 � 0.01 — —
154 CHIN 7.8 1.03 � 0.06 — —
165 C2IN 5.2 1.22 � 0.28 — —
175 C3HBrN3O 1.3 1.64 — —
191 C3HBrN3O2 2.6 1.35 � 0.05 — —
192 C3HIN2 2.6 1.53 � 0.06 — —
272 C3HBrIN2 14.3 2.08 � 0.42 — —
318 Parent 2.6 2.00 � 0.00 — —

Fig. 3 Probabilities by which a fragment was observed at the end of the
simulated trajectories for charge states q = +2 and q = +4 (taken from
Table 1). The probabilities do not differentiate between neutral and ionic
fragments.
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atomic N yield, which increases 57 times going from the I 4d to
I 3d ionization, and 18 times going from q = +2 to q = +4 in the
simulations. A significant gain in the H yield is predicted by
simulations, reaching over 50% at q = +4. Hydrogen ions were
not detected in the experiment due to the high-voltage ion
extraction pulses that created a disturbance in the low-mass
region.

Breakage of the carbon–halogen bond is a very common
event in the simulations, with atomic halogen fragments com-
prising 27% (q = +4) and 22% (q = +2) of the total – notably, the
C–I and C–Br bonds are broken in all q = +4 trajectories. The
predicted yields compare well with the experiment, where
halogen ions comprise 21% (I 3d) and 27% (I 4d) of all charged
fragments. The halogen atoms in the simulations also have
strongly positive fractional charges, suggesting positive charge
localization and thus detection in the ion mass spectra.
However, the simulations and the experiment show opposing
trends for the halogen atoms. The simulations predict an
increased yield when the charge state of the system increases
while the experiment shows a decrease. Note that in the
analysis the ion loss correction was not extended to Br+ but
we estimate the amount of lost Br+ to be comparable with the
amount of lost I+ (see Fig. 2). In the simulations, the yield of
bromine increases fourfold, and the ion losses may therefore
only account for the discrepancy partially.

Overall, the decreased yield of halogen ions in the experi-
ment between shallow core and deep core ionization is an
intriguing phenomenon. As a potential explanation here, the
deep core ionization may lead to a wide internal energy
distribution for the quadruply-charged state. With higher inter-
nal energy, more competing dissociation pathways become
available. For example, the number of bonds broken and the
atomic fragments released may increase, as indeed observed.
The system would then have more dissociation pathways to
choose from leading to the decreased yield of the halogen
atoms. The internal energies used in the simulations may not
correctly capture this behavior.

Other discrepancies arise between the experiment and
simulations e.g. in the mass range of 27–38 u (CHN, NO,
C2N). The simulations show an increase of fragment yield for
the q = +4 charge state (Fig. 3), while these fragments are
suppressed in the deep core-hole (I 3d) measurement that
yields the highest charge states (Fig. 2(b)). At the same time,
a comparison of the two figures also shows that with deep inner
shell ionization, the light atomic fragment yield increases even
more than in the simulations (q = +4). This suggests that the
discrepancies in both regions are explained if, in the higher-
charge states, the CHN+, NO+, and C2N+ fragments would start
to be depleted by secondary time-delayed dissociation events.
A significant fraction of these events can be cut off in the
simulated trajectories due to the limited integration time of
1 ps. The time scale of the secondary dissociation is also
strongly dependent on the available internal energy67 and its
distribution is only very approximatively represented by the
simulations. There are also several fragments predicted by the
simulation that are missing in the experiments (see Table 1).

It can be due to two main reasons: the fragments could be
released as neutral, experimentally undetected species, and as
discussed above, the simulation time can be insufficient to
represent the further dissociation steps.

The nitro-group fragment NO2 and its possible secondary
dissociation products NO, N and O deserve special attention
due to their relevance as oxygen mimetic agents.24–26 In the
simulations – as in the experiment – we see the yield of NO2

almost vanishing as the charge increases to q = +4 (Fig. 3),
indicating that most likely it is now dissociating further, either
as a second-step or a concerted process. Indeed, we also see an
expected corresponding increase in the production of the NO
and O fragments. There is also some increase in the yield of
atomic nitrogen, which can also originate from the ring break-
up. A closer inspection of the trajectories shows that almost all
of the atomic nitrogen fragments originate from the ring in the
simulations.

As was mentioned above, the NO2
+ yield is strongly depleted

for the deeper I 3d core ionization (Fig. 2(b)) in agreement with
the simulation. However, so is the yield of NO+, whereas the
yield of NO increased in the high-charge simulation. Further-
more, the I 3d experiment shows a more dramatic enhance-
ment of the N+ and O+ yields than the high-charge simulation
(even though the neutral N and O yield is not observable).
As mentioned above, these findings and discrepancies are
likely explained by the continuing secondary dissociation
depleting the NO fragments in deep core ionization. In the simula-
tions, we assume instant ionization and electronic relaxation, and
these approximations are likely the reasons that the secondary
dissociation is not described accurately enough to capture the
production of some of the fragments seen in the experiment.

4.3 Photoelectron–photoion–photoion coincidence maps

The photoion–photoion coincidence (PIPICO) maps in Fig. 4
present the ion pairs (i.e., the two-ion coincidences) detected
together with the I 4d, Br 3d, and I 3d photoelectrons. These
maps provide a more detailed insight into the photodissocia-
tion dynamics. The x-axis of the map represents the flight time
of the faster ion, while the y-axis shows the flight time of the
slower one. Conservation of momentum results in the correla-
tion of the velocities of the two ions that form a coincident pair,
therefore tilted patterns emerge. In the I 3d experiment, the
TOF spreads of the patterns are longer, indicating higher
dissociation energies of the ions. Due to the ion losses, many
patterns in the I 3d experiment are missing their central region,
where the flight time of ions is not strongly affected by their
initial velocity. This region is populated by ion pairs with initial
velocity vectors in the off-axis direction. When the initial
velocity is too high for the applied voltage settings, these ions
may miss the detector, causing the region to appear empty. On
the other hand, ion pairs with initial velocity vectors in the axial
direction populate the two ends of a pattern. The ion losses
were estimated for the mass spectra presented in Fig. 2, and
here we do not estimate the loss for each ion pair separately.

Each map shows the three most abundant ion pairs with
black ovals. In the I 3d map, these are the single atom
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coincidences C+ & N+ & O+ (overlapped region), C+ & I+, and I+ &
Br+ that form about 38% of all ion pairs produced. For Br 3d,
these are Br+ & I+, NO+ & I+, NO+ & Br+ which is about 22% of all
ion pairs. For I 4d, these are NO+ & I+, C2N+ & I+, and NO+ & C2N+

that form about 27% of all ion pairs created. In total, 62
different ion pairs were detected following shallow core ioniza-
tion and 32 pairs following the I 3d ionization. The lower
number of different ion pairs in the I 3d experiment is
explained by the higher level of atomization and therefore the
disappearance of coincidences with heavier fragments.

Fig. 4 reveals a strong ionization-site-dependent trend: as
the photon energy increases, the ion pair distribution on the
maps shifts towards the lower-left quadrant. This region corre-
sponds to ions with faster flight time and therefore lighter
mass. The trend can be attributed to the growing amount of
internal energy available for dissociation going from shallow
core levels to deeper ones.

States created by ionizing I 4d and Br 3d are energetically the
most similar out of the three studied cases (primarily dicationic
states vs. more highly charged states). Yet, there are major
distinctions in their dissociation dynamics. For I 4d, there is a
multitude of ion pair patterns involving I+ (see the slow ion
time of flight at about 16 ms). In contrast, the majority of Br+

ions can be found in just three predominant patterns coin-
cident with NO+, C2N+, and I+. Meanwhile, Br 3d ionization
both increases the release of Br+ (as seen in Fig. 2) and the
number of Br+-producing fragmentation pathways. Even though
the I+ release is reduced in comparison with I 4d ionization, there
are still multiple clear patterns containing I+. The most significant
factor influencing the observed differences in fragmentation
dynamics is the charge states produced following corresponding

ionization. As was mentioned in Section 4.1, the fraction of
tricationic states after Auger–Meitner decay is higher for Br 3d
than for I 4d (30% vs. 19%).64,65 This explains the stronger
fragmentation after Br 3d ionization. The Auger–Meitner decay
of the I 4d and Br 3d core holes may also populate the dicationic
final states differently, leading to a different internal energy
distribution. In addition, the dicationic dissociation landscape
could be affected by the original position of the initial core hole.
The retained ‘‘memory’’ of the core hole site can indicate nuclear
relaxation dynamics during the core hole lifetime.

There is a multitude of strong patterns involving NO+ ion in
the case of I 4d and Br 3d ionization (see fast ion axis at about
8 ms in Fig. 4(a) and (b)), forming 43% and 39% of all ion pairs
created, respectively. In the I 3d experiment, however, there are
only three strong patterns with the NO+ in coincidence with Br+,
I+, and C2N+. Adding also weak patterns with NO+, we get about
8% from all ion pairs produced. This aspect is interesting from
the viewpoint of radiosensitization as high production of NO+

ions is generally correlated with better efficiency of nitro-
imidazole radiosensitizers. Here, we see that upon deep core
ionization, the NO+ production is highly suppressed and
replaced by N+ and O+.

The N+ ions observed in the experiment can originate either
from the ring break-up or the nitro group. A more detailed
analysis of the PIPICO patterns, ion momentum vectors, and
triple ion coincidences sheds light on the origin of these ions.
Firstly, it is seen from the PIPICO map in Fig. 4(c) that it forms
the strongest pattern with Br+, but also with I+. Indeed, further
data analysis shows that there is a significant amount of
(N+, Br+, I+) triple coincidences. The same is true for the O+

ions and the (O+, Br+, I+) triple coincidences that are even more

Fig. 4 Photoelectron–photoion–photoion coincidence (PEPIPICO) maps measured in coincidence with (a) I 4d, (b) Br 3d, and (c) I 3d photoelectrons. A
false coincidence background has been subtracted from the maps and a square root scaling was applied. The blue labels mark the fragments against the
vertical axis and the red labels against the horizontal axis. Black ovals show dominant ion pairs.
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abundant. Next, the ion momentum correlations were investi-
gated. We found that the momentum of the majority of N+ ions
is approximately 2.2 times less than the momentum of I+, and
the momentum of O+ is about 1.8 times less. This would be
consistent with the secondary dissociation sequence, where
there is a strong Coulomb interaction between the I+ and NO+

fragments in the first step and the acquired momentum is
divided in the secondary dissociation step between the N and O
atoms in the ratio of 14/16. For a triply charged parent, for
example:

C3HBrIN3O2
3+ - C3HN2 + Br+ + I+ + NO+ + O;

NO+ - (N + O)+,

where the +1e charge can localize on either N or O atom in the
last step. There is also a fraction of N+ ions that show a
momentum ratio of approximately 1 with the halogen ions.
These ions likely originate not from the nitro group but from
the ring.

4.4 Calculation of fragmentation pathways

The Born–Oppenheimer-based molecular dynamics simula-
tions revealed a rich, highly charge-dependent fragmentation
landscape. Some of the modeled pathways are illustrated in
Fig. 5(a) and (b) for charges q = +2 and q = +4. Fig. 5(c) shows the
calculated probability of bond breaking during dissociation for
each bond in the molecule at the specific charge state.

Shallow core ionization leads to a variety of bond-breaking
dynamics and outcomes. Three of them are shown in Fig. 5(a).
According to the calculations, the C1–N3 bond between the ring
and the nitro group is most frequently broken, occurring
approximately nine times out of ten. The release of the nitro
group is often followed by the release of iodine and ring-
opening at C3–N1 (see path (a) I, Fig. 5). In some simulations,
interestingly, we observed a semi-stable m/q 272 fragment, see
path (a) II. Upon longer simulation runs, this fragment resulted
in the creation of a single Br ion and a fragment with m/q 192,
which is also visible in the experimental mass spectrum (Fig. 2).
In path (a) III the C1–N3 bond is broken, but instabilities in this

path cause the NO2 group to lose an O atom and trigger the
breaking of the ring at three sites leading to halogenated
fragments at m/q 106 and 154. In summary, single atom ions
are mostly observed in paths aI and aII, while path (a) III shows
different combinations of fragmentation leading to heavier
fragments, often in the shape of open ring strands, with or
without halogen atoms. For more possible dissociation path-
ways see Fig. S4 in ESI.†

At photon energies reaching I 3d ionization, more energy is
dispatched into the molecular system, causing the breaking of
the weakest bonds first. This is apparent in Fig. 5(b) where the
two most probable fragmentation pathways are shown. We can
observe a direct domino effect caused by the initial bond
breaking which leads to the production of single atom frag-
ments. In fragmentation path (b) I, the C1–N3 bond breaks a
few femtoseconds after photoionization, similarly as in the case
of the doubly charged system, causing an almost instantaneous
degradation of the ring with broken covalent bonds at C1–N2
and C3–N1. Subsequently, the Br and I atoms are broken off at
very short time scales, while O fragments are produced from
the NO2 group. This pathway shares similarities with the
previously discussed experimental ((N,O)+, Br+, I+) tricationic
pathway based on the momentum considerations but differs in
the timing of the fragmentation steps. In path (b) II, single I, Br,
and O atoms are produced while maintaining the C1–N3 bond
intact. In both paths bI and bII, the majority of the single Br
atoms are produced via the short-lived intermediate fragment
m/q 106 while coincidently producing single C and N atoms
originating from the imidazole ring region closest to the Br
atom. Furthermore, in path (b) II, the dissociation of single N
and C atoms originates from the region close to the NO2-group.
CN fragments consisting of N1 and C2 atoms seem to be
particularly stable and can be observed in the experiment at
m/q 26.

4.5 Average kinetic energies of the ions and their spread in
aqueous environment

To better understand the differences in fragmentation dynamics
upon shallow and deep core ionization of halogen-containing

Fig. 5 Simulation results of some fragmentation pathways due to (a) I 4d or Br 3d ionization and (b) I 3d ionization. (c) Bond instability of BrINim2+ and
BrINim4+. The percentages indicate the probability of the bond being broken at the final time step in the simulation.
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nitroimidazole, we examined the kinetic energies of the produced
ions. Table 2 displays the average kinetic energy of various ions
in each core ionization case. The average kinetic energies were
obtained from a momentum vector magnitude histogram using a
Gaussian fit. The results indicate that the kinetic energy of the
ions tends to increase going from I 4d to Br 3d to I 3d. The O+ has
the highest kinetic energy across all three ionization cases. More-
over, we note that atomic ions – C+, N+, O+, and I+ – gain
significant kinetic energy upon I 3d core ionization in comparison
to I 4d and Br 3d ionization. N+ and O+ ions, in particular, are
faster than the others.

To estimate the role of the radiosensitizer in a cellular
environment based on the spread of produced ions due to
the different kinetic energies acquired after ionization, we
performed molecular dynamics simulations of an oxygen ion
in a box of water (see Section 3 for details on the simulations).
We calculate Rgyr at the point in time when the average kinetic
energy of the ion is the same as that of the surrounding water
molecules. The results are listed in Table 3, and we can con-
clude that the ions with the highest kinetic energy (7.96 eV) do
not travel much further than the ions with lower kinetic energy
(Rgyr = 3.00 Å vs. Rgyr = 4.75 Å). The number of different water
molecules that the ion interacts with before reaching thermal
equilibrium increases with the ion’s kinetic energy, going from
10.33 to 13.77 (2.9 eV vs. 7.96 eV). The number of collisions was
averaged over 100 simulations per kinetic energy. A collision

was counted each time the distance between the ion and a
water molecule decreased to 2.5 Å.

5 Discussion

In low-energy photon radiotherapy, the I 1s photoionization
channel becomes dominant for the iodine-containing radiosensi-
tizer, given the iodine’s high absorption cross-section above the I
1s edge.44 The 1s�1 state decays mostly via fluorescence to the
2p�1 state,68 which decays further primarily via Auger cascade,
creating larger charge build-up in the molecule.69 This suggests
that the molecule will undergo an even more energetic Coulomb
explosion than observed in our I 3d ionization experiment. In this
case, it is expected that the dissociation would lead primarily to
the release of atomic ions with varying charge states. The stronger
Coulomb repulsion in the molecule will lead to a further increase
in the kinetic energies of the formed ions.

In a cellular environment, it is expected that the ions will
quickly lose their initial kinetic energy by colliding with sur-
rounding water molecules. Our simulations of oxygen ion at its
highest kinetic energy (determined experimentally in I 3d
experiment) in a water box show that even if the initial kinetic
energy after fragmentation is relatively high (around 8 eV), this
energy is absorbed by the surrounding water already within
1 ps, and the ion radius of gyration, used here to estimate the
ion spread, is below 5 Å. For the sake of comparison, the width
of a DNA double-strand is approximately 2 nm and the size of
human cells is in the order of micrometers. This indicates that
the sensitization effect with halogenated molecules would be
highly localized.

Charged atomic ions are chemically very reactive, resulting
in a radiation damage ‘‘hot spot’’ that could lead directly to
DNA damage. Moreover, the ions could react with water, an
abundant molecule within cells, and our simulations indicate
that the released ionic fragments would interact with multiple
water molecules before stopping. Ionization of water leads to
the generation of reactive oxygen species that then damage
DNA contributing to extensive local damage.70,71

It is important to note that water can influence the fragmen-
tation process of the radiosensitizer in several ways. For exam-
ple, it can alter the electronic and geometric structure of the
molecule in its ground state and impede the fragmentation
process by affecting nuclear motion. In a solute–solvent environ-
ment, the additional relaxation channels such as intermolecular
coulombic decay and electron/proton transfer-mediated decay
also could affect the fragmentation outcome.72–75 Hence, further
research is needed to explore the role of water in the fragmenta-
tion process of halogenated nitroimidazoles. For example, this
could be achieved with nitroimidazoles embedded in water
clusters.

6 Conclusions

We investigated the gas-phase photodissociation of 2-bromo-
5-iodo-4-nitroimidazole by targeting three different electron

Table 2 Experimental kinetic energies (Ek) of the ions measured in
coincidence with I 4d, Br 3d, and I 3d electrons. The energies and widths
(FWHM) of the energy distributions are given in eV

Ion

I 4d Br 3d I 3d

Ek FWHM Ek FWHM Ek FWHM

N++ — — — — 5.02 1.41
O++ — — — — 1.73 0.55
C+ 1.19 1.02 1.54 1.34 3.07 1.48
CH+ 1.08 0.82 1.23 1.09 — —
N+ 1.68 1.40 2.25 1.39 5.85 2.95
O+ 2.90 0.81 3.45 0.99 7.96 1.66
C2

+ 1.34 0.94 1.58 1.29 2.63 1.11
CN+ — — — — 3.23 1.46
CHN+ 1.61 1.15 1.66 1.39 — —
NO+ 2.59 0.61 2.77 0.83 3.90 1.43
C2N+ 1.21 1.27 1.26 1.47 2.21 1.80
CHN2

+ 1.97 2.03 2.38 2.51 2.99 1.10
NO2

+ 2.66 0.39 2.65 0.68 3.59 1.95
C2HN2

+ 1.87 1.44 2.01 1.87 2.53 1.51
C3N2

+ — — — — 2.30 1.26
C3HN2

+ 0.54 0.91 0.40 1.48 2.10 1.79
I+ 1.67 0.57 1.79 0.92 3.30 0.73
CI+ 0.88 0.95 1.09 1.70 — —
CHIN+ 0.52 0.54 — — — —
C2HIN+ 0.08 0.17 — — — —

Table 3 Simulated radius of gyration63 (Rgyr) of O+ ions traveling through
bulk water, starting with different kinetic energies (Ek). N is the average
number of different water molecules the ion collides with

Ek [eV] 2.90 3.45 7.96
Rgyr [Å] 3.00 3.35 4.75
N 10.33 11.15 13.77
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shells in its absorption hot spots, the Br and I atoms. Conse-
quently, we were able to compare the fragmentation dynamics
between low-charge (+2, +3 at I 4d and Br 3d) and high-charge
states (+4, +5 at I 3d), mimicking the interactions of the radio-
sensitizer with low energy secondary particles and high energy
photons.

From the molecular dissociation perspective, we discovered
that deep core ionization leads to the suppression of NO+ and
NO2

+ release and to the formation of energetic atomic ions
(C+, N+, O+, Br+, I+) in large quantities (above 70%). Particularly,
N+ and O+ ions gain significant kinetic energy upon dissocia-
tion. Note that this effect is expected to get stronger at I 1s
ionization due to a larger charge build-up via Auger–Meitner
cascades that lead to the emission of a larger number of
electrons. The fast ions are produced in 29% of cases and
could potentially play an important role in damaging DNA,
depositing more energy to their immediate surroundings than
slow ions. Simulations of oxygen ions in the water box revealed
that following I 3d core ionization, the ions do not travel further
than about 5 Å from the emitter, which makes the halogenated
nitroimidazoles highly selective to cancer cells.

In conclusion, the presence of a heavy halogen atom in the
molecular structure of nitroimidazoles contributes to the release
of energetic, highly reactive atomic fragments upon deep core
ionization that could interfere with DNA repair processes. These
fragments can directly damage DNA or indirectly harm it by
ionizing surrounding water molecules, which then produce
harmful radicals and electrons. From the perspective of molecular
fragmentation, these factors could contribute to better radio-
sensitivity of halogen-containing nitroimidazole radiosensitizers.
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