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We employ first-principles molecular dynamics simulations to provide equation-of-state data, pair
distribution functions (PDFs), diffusion coefficients, and band gaps of a mixture of hydrogen and methane
under planetary interior conditions as relevant for Uranus, Neptune, and similar icy exoplanets. We test the
linear mixing approximation, which is fulfilled within a few percent for the chosen P-T conditions. Evalua-
tion of the PDFs reveals that methane molecules dissociate into carbon clusters and free hydrogen atoms
at temperatures greater than 3000 K. At high temperatures, the clusters are found to be short-lived.
Furthermore, we calculate the electrical conductivity from which we derive the non-metal-to-metal
transition region of the mixture. We also calculate the electrical conductivity along the P-T profile of
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Uranus [N. Nettelmann et al., Planet. Space Sci., 2013, 77, 143-151] and observe the transition of the mix-
ture from a molecular to an atomic fluid as a function of the radius of the planet. The density and tem-
perature ranges chosen in our study can be achieved using dynamic shock compression experiments and
seek to aid such future experiments. Our work also provides a relevant data set for a better understanding
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1 Introduction

Hydrogen and carbon, the most and fourth most abundant
elements in the universe,' are fundamental building blocks of
organic compounds and, thus, the very essence of life that we know
today, encompassing an astounding array of molecules that have
captivated the attention of scientists across various disciplines.
From astrophysics to astrobiology and materials science to quan-
tum physics, researchers have focused on these elemental mixtures,
seeking a deeper understanding of our observable universe.

Hydrogen, the first element in the periodic table, exhibits
a rich tapestry of physical phenomena such as a first-order
liquid-liquid phase transition, a pressure-induced atomic
solid, and quantum rotational phases, see ref. 2-9 Additionally,
under high temperature and pressure conditions, hydrogen not
only reacts with other materials but also can produce van der
Waals compounds.'*™*?

Methane (CH,), a molecule consisting of an sp*-hybridized
carbon atom surrounded by four hydrogen atoms, is very
important for planetary physics as it is one of the major
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of the interior, evolution, luminosity, and magnetic field of the ice giants in our solar system and beyond.

constituents of ice-giant planets like Uranus and Neptune.'*'?

Hydrocarbons are, e.g., the reason for the distinct bluish hue of
these planets as they absorb red light and reflect blue light.'®
Space missions like Cassini'” and New Horizon"® revealed huge
lakes and seas of liquid hydrocarbons and mountains covered
with frozen methane on Titan and Pluto, respectively.

Therefore, many studies investigated the behavior of hydro-
carbons under pressure and temperature conditions relevant to
planetary interiors. Interestingly, early gas gun-driven shock
wave experiments on methane found evidence of diamond
formation under pressure and temperature conditions as rele-
vant for the interior of Uranus and Neptune.'®! Since then,
numerous high-pressure experiments using diamond anvil
cells (DACs) have investigated the formation of diamond from
compressed methane and hydrocarbons.?*2® Note that more
complex mixtures containing hydrogen, carbon, nitrogen, and
oxygen were also studied.””>° In particular, evidence for dia-
mond formation under conditions typical for the deep interior
of Uranus has been found in laser-driven shock compression
experiments on plastics like polystyrene,>**°2

Molecular dynamics (MD) simulations combined with density
functional theory (DFT) were used to calculate the equation of state
(EOS) and analyze the dissociation, polymerization into carbon
chains, and chemical bonding properties of methane.**”
Although there are various EOSs for a pure methane fluid and
solid*****° and for the mixture of methane with other
compounds,*™** such as water and ammonia, the mixture of CH,
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and H, under these conditions remains an area of ongoing
research. For instance, the stability of methane-hydrogen solid
compounds exceeding 160 GPa was studied by*® using XRD, DAC,
and DFT techniques, which resulted in different structures depend-
ing on the concentration of hydrogen. However, in the liquid
region, the database is extremely sparse.

The P-T conditions under study are relevant not only for the
interior of ice-giant planets such as Uranus and Neptune but
also for industrial purposes*™>° and inertial confinement
fusion (ICF).>"*> Accordingly, further investigation of the EOS
of methane and hydrocarbons and subsequent analysis of
their behavior under high P-T conditions are important for
modeling the interior, evolution, and magnetic field of ice-giant
planets,'*3375¢

Given these important applications, we have assessed the
behavior of hydrocarbons and performed extensive DFT-MD
simulations to determine the EOS. We analyze the EOS data and
assess the question of whether the linear mixing approximation
(LMA), often used to model giant planets,’”*® is applicable to
hydrogen and methane or not and found it valid within 4%. We
further analyze our hydrocarbon simulations by calculating the
pair distribution function (PDF), coordination number and self-
diffusion coefficient using the velocity autocorrelation function.
This analysis supports the formation of hydrocarbon polymers
after dissociation of the methane molecules. Finally, we provide
the electrical conductivity calculated using the Kubo-Greenwood
formula®®®® and the band gap of mixtures of hydrogen and
methane over a wide range of different densities and pressures
relevant to the interiors of giant planets.

Our paper is organized as follows: Section 2 summarizes the
details of the DFT-MD simulations. Sections 3.1 and 3.2 provide
EOS data and check the validity of the LMA. Structural changes
are discussed in Section 3.3 using the self-diffusion coefficient,
PDF and coordination number. Section 3.4 discusses the band
gaps and our schema for calculating the electrical conductivity.
Finally, a summary of our work is presented in Section 4.

2 Computational methods

We use the Vienna ab initio simulation package (VASP)*'"* for
the DFT-MD simulations and derive the relevant data for the
mixture of CH, and H,. Use of the Born-Oppenheimer approxi-
mation allows us to ignore any kind of coupling between the
movement of electrons and of the nuclei. The nuclei then
undergo classical motion in an effective potential generated
by their mutual Coulomb interaction and the interaction with
the electronic charge distribution calculated with the Hellman-
Feynman theorem. This procedure involves a combination of
DFT and classical MD at finite temperatures.®®®° The electro-
nic interactions are evaluated using DFT. We use classical MD
simulations and the Verlet algorithm to propagate the nuclei in
time. Projector augmented wave (PAW) potentials,”®’" imple-
mented in VASP as PAW PBE H h 06Feb2004 and PAW PBE C h
06Feb2004, and the Perdew-Burke-Ernzerhof (PBE)”> exchange-
correlation functional were used. The temperature of the ions is
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controlled by the Nosé-Hoover thermostat with a Nosé-mass of
10 fs.”*’* Similar simulation approaches had been applied very
successfully to warm dense matter, see ref. 34, 41 and 75.

We used a cubic periodic simulation box containing 54 CH,
and 54 H, molecules and a plane-wave energy cutoff of 1100 eV
to calculate the EOS for hydrogen and methane mixtures. The
EOS for pure hydrogen is calculated using 256 atoms and a
plane-wave cutoff energy of 1200 eV. The Brillouin zone is
evaluated using the Baldereschi mean value point (BMVP).”®
This simulation parameter led to results that converged better
than 1% in pressure and 0.05 kJ ¢ " in specific internal energy.
All MD simulations were run for at least 8-12 ps using a time
step of 0.25 fs. Neglecting the first 4000 time steps of our
simulation allowed us to calculate the thermodynamic averages
of the equilibrated system. For pure methane, we used the EOS
provided by Bethkenhagen et al.*!

3 Results

3.1 Equation of state

The EOS data are obtained from thermodynamic properties
such as pressure P, energy U, and temperature T by averaging
over the entire simulation time after equilibration. We have
studied a density-temperature grid bounded by 0.74 g cm ™ <
p < 3.70gcm > and 700 K < T < 16000 K. It is important to
note that as carbon atoms can undergo various hybridization
states, the simulations have to start with the same configu-
ration in order to avoid bias towards certain structures.

Fig. 1 shows the EOS along various isochores. A very smooth
behavior is observed for both the thermal (top) and caloric
EOSs (bottom). The pressure increases systematically with
increasing temperature. A small plateau at T = 3000 K for p =
1.32 g em™* at about 83 GPa indicates the onset of dissociation
of methane molecules; the pressure rises again with tempera-
ture afterwards. As density increases we observe a more pro-
nounced drop in pressure. This behavior indicates the onset of
a phase transition from a molecular to a polymeric fluid
consistent with previous works.>*”” This feature has a resem-
blance to the behavior of pure molecular hydrogen. DFT-MD
simulations for dense fluid hydrogen show that dissociation of
molecules can lead to a region with (0P/0T), < 0 as hydrogen
atoms can be packed more efficiently than molecules at high
densities.”””®”? 1t is essential to note that hydrogen molecules
undergo a dissociation process at a lower pressure than
methane, which leads the hydrogen atoms to contribute to
the process of methane dissociation.

3.2 Testing the linear mixing approximation

Models for giant planets employ EOS data for different materi-
als and mix them linearly at constant pressure and temperature
based on the work of DeMarcus and Peebles.”””*® The LMA
allows the density to be extracted,(eqn 1)

1 _ ¢
T = 2 T ®

J=1
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Fig. 1 Caloric (top) and thermal (bottom) EOSs of the mixture of H, and
CH, along the isochores.

and the specific internal energy,

—~
S
—

N
um(p, T) =Y &ui(p, T),
=1

where pj, u;, and ¢; are the density, specific internal energy, and
mass fraction, respectively, of individual components j of the
mixture composed of N components. The validity of the LMA
has been tested using Monte Carlo simulations®***' and later
extended to DFT studies.®**?

Although several mixing rules exist in the case of the H-He
mixtures, the additive volume rule at constant pressure and
temperature performed the best.®* The LMA was tested for the
dilute limit of ternary mixtures of H-He for gas giants®® with
high Z elements such as C, N, O, Si, and Fe, as well as for C,H;
as a mixture of carbon and hydrogen.®® The icy mixtures have
been studied before with DFT-MD, e.g., for binary and ternary
mixtures of CH,~H,O-NH,.*!
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We define the deviations in density and specific internal
energy between the linear (LM) and real mixtures as,

Ap(PvT) = pLM(PyT)/preal(PyT) -1 (3)
and

Au(P,T) = urm(P,T) — treal(P,T) (4)

The EOS obtained for pure hydrogen, pure methane and the
mixture was interpolated onto a P-T grid, to interpolate the
pressure values along the isotherm we used Akima splines, and
temperatures were interpolated linearly. The deviation in
energy varies between —4 kJ g ' and 3 kJ g " and 4% for the
density (see Fig. 2). The region of large deviations signals the
presence of different phases. For instance, in the case of binary
mixtures of CH, with H,O and NHj; as studied by Bethkenhagen
et al.,** the maximum deviation in energy was observed to lie
between —4 k] ¢ " and 2 kJ g ", which was due to the formation
of superionic phases in water and ammonia,® * where the
energy was released by forming these lattices. In our case, it is
mostly atomic hydrogen and polymeric chains of carbon that
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Fig. 2 Deviations of internal energy (top) and densities (bottom) of the
real 1:1 hydrogen and water mixture from the LMA. Black dots denote the
underlying data for the real binary mixture of methane and hydrogen.
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lead to such deviations as the bonds formed by the carbon
atom release energy.

It should be noted that our density deviation always remains
positive, Vrgar, > Vima. This suggests that the constituents
occupy a larger phase space as long as the system remains fluid
throughout the entire P-T space studied here. Although carbon
polymerizes into long chains, free hydrogen atoms occupy the
phase space. In the study of Bethkenhagen et al,*' some
regions in P-T space were observed where the atoms are more
closely packed occupying less volume due to the formation of
superionic lattices of nitrogen and oxygen.

3.3 Structural analysis

We have determined self-diffusion coefficients shown in Fig. 3
and PDFs displayed in Fig. 4. The self-diffusion coefficients
were calculated via the velocity autocorrelation function,

D, = lim

1—00

t Ny
[ S de(n(0) - v(x)), (5)

240 =]

where o is the species, v{r) is the velocity autocorrelation
function, and N, is the particle number.

Diffusion coefficients of both species show a strong depen-
dence on temperature and density, rising with increasing
temperature. Interesting features, however, pop up with
increasing density. The diffusion coefficients of hydrogen exhi-
bit minima at 2000 K and 1.85 g cm >, indicating the transition
from a molecular to an atomic fluid. At a temperature of 3000 K
the diffusion coefficient of hydrogen is shifted towards higher
values compared to the diffusion coefficient of hydrogen in
pure methane. This shift is attributed to the excess hydrogen
and dissociation of methane giving rise to more hydrogen
atoms in the box. The excess hydrogen also provides electro-
static repulsion to carbon atoms, making them more mobile
and leading to a slightly higher carbon diffusion coefficient in
the mixture. At higher temperature, due to thermal dissociation
we do not see a huge difference between the diffusion coeffi-
cients of the mixture and of pure methane. The minima of the
hydrogen diffusion coefficient shift to lower densities with
increasing temperatures. This feature finally vanishes at
6000 K. The diffusion coefficients of carbon and hydrogen are
almost constant at higher densities, as already obtained by
Bethkenhagen et al.®’” for ammonia. Due to the formation of
polymeric chains of carbon, it is difficult to calculate the
diffusion coefficients with sufficient numerical accuracy. Espe-
cially, at high density and low temperatures for carbon, the
thermal energy provided is not sufficient for the clusters to
exhibit translational degrees of freedom. Therefore, coefficients
smaller than 10 > cm® s~ " are considered to be zero.

To better understand the structural changes of the fluid with
respect to temperature and density variations, we calculated
PDFs. Exemplarily we show results for the 1.32 g cm™* isochore
for the temperature range considered here in Fig. 4. The system
exhibits molecular properties at lower temperatures. The nar-
row peak of gyc(r) occurs at an intermolecular distance of
1.09 A under ambient conditions and the same for gi(r) where
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Fig. 3 Diffusion coefficients of carbon (top) and hydrogen (bottom) in the
mixture at temperatures between 2000 K and 16 000 K (color coded solid
lines). Diffusion coefficients of carbon and hydrogen in pure methane
(the star symbol with dotted lines).

the peak occurs at 0.74 A, followed by a minimum. Note that we
see two peaks for the PDF of the hydrogen subsystem. The first
maximum is due to the presence of hydrogen molecules and
the second is due to hydrogen atoms in methane at 1.76 A.
Increasing temperatures results in a decrease in peak heights of
the hydrogen-carbon and hydrogen-hydrogen PDFs. The peak
of gyu(r) is flattened as a consequence of the dissociation of
hydrogen molecules and hydrogen from methane. For gyc(7)
the peak decreases to half of the value that it was at T'= 2000 K.
Higher temperatures result in a higher peak of gcc(r) and a
lower peak of gy(r) diminishes furthermore and at 7= 4000 K a
new peak of goc(r) occurs at 1.4 A, indicating the appearance of
longer carbon chains. This observation was also reported by
Spanu et al.*® when a distinct feature at 1600 cm™* in the
vibrational density of states appeared, which can be attributed
to threefold coordinated carbon atoms. In recent experimental
work on shock-compressed methane,”" the observed changes in
the Hugoniot shock velocity-particle velocity slope predict a
polymeric region, which is consistent with our and previous
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interaction.

DFT-MD simulations.****> The peak of gco(r) suggests an sp>-
hybridization between the carbon atoms, whereas in diamond
all carbon atoms are single-bonded, i.e. sp*>-hybridized with the
nearest carbon atom located at 1.54 A under ambient condi-
tions. Finally, at 16000 K the peak of ggg(r) is reduced and
broadened, indicating the short-lived and unstable nature of
the molecules.

The coordination number is calculated to analyse the structural
changes in carbon upon compression in more detail and shown in
Fig. 5. This number is obtained by integrating the PDF under
spherical symmetry consideration to the first minimum.

"

Nee(r') = 4Tth0 gcc(r)Adr. (6)

At temperatures of 1000 and 2000 K and densities below
2 g cm°, the coordination number is greater than 8 due to the
molecular nature of the system and many of methane mole-
cules being in the first coordination sphere. Note that the
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Fig. 5 Coordination number of carbon—carbon as a function of density
along the isotherms of 1000, 2000, 3000, 4000, 6000, 8000 and
16 000 K.
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occurrence of the first minima for goc(r) is found to be at a
distance greater than 3 A. At densities above 2 g cm*, the
dissociation of methane molecules starts and a new peak of
goc(r) arises at 1.4 A. This leads to a sharp drop in the
coordination number. An increase in the coordination number
of up to two indicates the gradual transition from the molecular
to the polymeric regime. The increase in the coordination
number becomes slower at the highest temperatures due to
the tendency of shorter carbon chains.

In Fig. 6, the PDFs of methane gia*™"(r) and the hydrogen-
methane mixture gy™™(r) at a temperature of 4000 K are
presented at a comparable pressure. The first peak of gle™r(r)
is lowered compared to pure hydrogen indicating dissociation.
Additionally, a peak arises at r ~ 1.34 A for gia™™(r), indicating
the presence of carbon chains. This change indicates that the
onset of the formation of carbon clusters in the mixture takes
place at a lower pressure than that in pure methane.

Despite experiments suggesting diamond formation>*>*2%9
from various mixtures of C/H, we do not observe such a feature
in our calculations. Due to the starting symmetry of our simula-
tion box, it is impossible to distinguish between long carbon
chains and the early stage of diamond nucleation, which is also
aided by small system sizes.”® Also, we do not rule out the
possibility of observing demixing in our system even though it is

not the goal of this work.

3.4 Electronic properties

In Fig. 7, we show the average electronic band gap along the
1.58 g cm ™ isochore as a function of the temperatures aver-
aged over the MD trajectory after equilibration and compare
with results on pure methane®* and a mixture of water and
methane.*” To calculate the band gap we use the technique
developed by Preising and Redmer.”* We observe our system to
be in an insulating state with a band gap of more than 5 eV.
With increasing temperature, the band gap decreases. At
3000 K the dissociation of the constituent leads to a polymeric
state in carbon and additional hydrogen atoms so that the band
gap closes. Compared to pure methane®* and methane-water

This journal is © the Owner Societies 2024
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line with symbols). The band gaps of pure methane given by Sherman
et al.>* (yellow) and of the methane—water mixture of Hu et al.*? (brown)
are also shown.

mixtures,*” it is clear that the presence of hydrogen molecules
has a great impact on the electronic properties. The insulator-
to-metal transition in hydrogen-methane mixtures is driven by
disorder that dissociation introduces into the fluid. The mix-
ture becomes metallic at lower temperatures compared with
pure methane and methane-water mixtures.

To calculate the dynamic electronic electrical conductivity

we used the Kubo-Greenwood formula:>®¢%5~%7

2ne* i’ SR
a(0) =5 55 ] w(k);;[mﬂk)fF(g,-‘k)] o

W) PO gk — ein — o),

where m is the mass, w is the frequency, « is the sum of the
average of contribution from the three spatial directions, e is
the electronic charge and Q is the volume of the simulation

This journal is © the Owner Societies 2024

box. F(&;x) and ¢; i are the Fermi distribution functions describ-
ing the occupation of the Bloch state |i/;) having energy ¢, at
k and the dipole matrix elements with the velocity operator
(W x[v|¥ix) are calculated using optical routines of VASP.®'"%°
As the simulation box is constrained by periodic boundary
conditions, this leads to a discrete spectrum of eigenvalues;
hence, the  function has to be broadened to a finite width for
which we use a Gaussian function. Brillouin zone summation is
performed using special k-point sets with weighting factors.”>°” %
Finally, the DC conductivity follows from the static limit:

o9 = lim o().

w—

®)

We evaluated the formula (7) for 100 snapshots of equili-
brated MD simulations chosen at equivalent time intervals
using a Monkhorst-Pack k-point mesh of 2 x 2 x 2 to sample
the Brillouin zone. Fig. 8 shows the calculated DC conductiv-
ities along the isotherms. At low temperature and pressure, the
conductivity is very small and the system exhibits an insulating
behavior. At 1000, 3000, and 4000 K the molecular-to-atomic
transition can be seen as a sharp increase in the electrical
conductivity. For isotherms at lower temperatures, the transi-
tion occurs at higher pressures. At 3000 K and a pressure of
181 GPa the value of the DC conductivity is 0.44 MS m™". Using
a two-stage light-gas gun Nellis et al.>' determined the electrical
conductivity of shock compressed methane at pressures
between 20 and 60 GPa and temperatures in the range of
2000 to 4000 K, finding that conduction is predominantly
caused by hydrogen from methane. Similarly, quantum mole-
cular dynamic simulations performed by Li et al.”” on shocked
methane predicted that the conductivity is negligible up to
40 GPa, but at pressures above 55 GPa, the DC conductivity
increased up to values of more than 0.1 MS m™", see Fig. 8.
A similar behavior can be seen in our results, and the rise of the
conductivity is attributed to the dissociation of methane and of
hydrogen molecules as well. The dissociated constituents can
only contribute to the magnetic field in the form of metallic
hydrogen, and the radio waves are generated due to the trap-
ping of such charged particles in the magnetic fields as the

Phys. Chem. Chem. Phys., 2024, 26, 14374-14383 | 14379
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Fig. 8 DC electrical conductivity of a dense hydrogen-methane 1:1
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comparison, the theoretical results of Li et al”” (red crosses) and the
experimental data of Nellis et al.?* (blue triangle up) for pure methane are
also shown.

Voyager II flyby mission detected radio emissions from Uranus
and Neptune.?>'%

It should be noted that the conductivity does not rise forever.
With increasing pressure and temperature, the scattering rate of
electrons on ions increases as a result of the broadening of the
Fermi function, and their mobility is reduced, a typical character-
istic of metals. The effect of both processes almost cancels out and,
therefore, the conductivity does not rise significantly at high
pressure and temperature, see Fig. 8. A physical explanation was
given by Mott'*” and Ioffe et al.,'"*® which states that any disordered
system will remain metallic if the characteristic mean free path of
charge carriers is greater than the average distance between the
constituent ions. Based on these arguments, the minimum metallic
conductivity was estimated to be 2000 Q' ecm ' and 0.2 MS m™*
in fluid hydrogen and expanded metallic fluids such as rubidium,
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Fig. 9 DC electrical conductivity of a dense hydrogen-methane 1:1
mixture along the pressure and temperature profile of Uranus 1%t
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cesium, and mercury. This criterion can also be applied to locate
the metallization transition of nonmetallic chemical elements like
oxygen and nitrogen when exposed to high temperatures and
pressures.””'*%1% By obtaining conductivity values beyond this
minimum metallic conductivity for our system (see Fig. 8), we
conclude that a nonmetal-to-metal transition occurred in our
mixture of methane and hydrogen.

Finally, in Fig. 9, we calculate the electrical conductivity
along the P-T profile of Uranus as proposed by Nettelmann
et al.'®" This model consists of a rocky core surrounded by two
envelopes of hydrogen, helium and water with a constant mass
ratio of 0.275:0.725 in the envelopes. The model predicts a
density jump at ~75% of the planet’s radius.'®* From our
calculations we observe a metallic behaviour of the mixture at
~60% of the planet’s radius corresponding to a temperature of
T ~ 4176 K and a pressure of P &~ 126 GPa, and a subsequent
conductivity of ¢ ~ 0.49 MS m™". Note that the PBE functional
underestimates the band gap. Therefore, the metallisation
pressures might be slightly low.

The complete data set for DC electrical conductivities is
provided in the ESL}

4 Conclusion

We have calculated the EOS, structural properties, band gaps, and
electrical conductivities of methane-hydrogen mixtures at tem-
peratures between 700 K and 16000 K and pressures between
12 GPa and 1300 GPa. We found that the dissociation of hydrogen
molecules increases the disorder and aids in the process of
decomposition of methane into carbon clusters and hydrogen
atoms. As an example, we choose an isochore of 1.32 g cm > to
demonstrate the evolution of the PDFs of the mixture from a
molecular to an atomic phase as a function of temperature.
However, contrary to experiments and theoretical prediction of
Cheng et al.,”® our simulations yield no nano-diamonds, which
might be due to the symmetry of the simulation box, an insuffi-
cient number of carbon atoms to form diamond, or finite size
effects with respect to the kinetics of diamond nucleation. Our
work does not rule out the possibility of observing demixing and
future work will be dedicated to this problem. Calculations of the
band gap of the mixture show that it closes at lower temperatures
than for pure methane. The metallic nature of the fluid is
demonstrated by calculating the electrical conductivity and inter-
preted by using the physical assertions of Mott'*> and Ioffe
et al.’® As an example we calculate the electrical conductivity
along the P-T profile of Uranus'®* and observe that the mixture
turns metallic at ~60% of the planet’s radius. Testing the LMA
yields a limit of 4% deviation in density and of 4 kJ ¢~ in specific
energy for all P-T conditions considered. Accordingly, we find the
LMA to be appropriate for applications such as planetary model-
ing. Interior models of Uranus and Neptune assume that the
planet is made up of several layers: a rocky core in the center, an
“icy” middle layer rich in water, ammonia, and methane, and an
outer gaseous envelope rich in H, and He,">*>'°'1% albeit more

rock-dominated structures are also possible.**"?”
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The fact that the observed internal heat production of
Neptune was twice the energy received from the Sun can be
explained via gravitational sinking of crystalline, complex or
amorphous carbon clusters precipitating towards the planetary
center. Also, the lighter hydrocarbons such as ethane and
propane formed due to the dissociation inside the planets
cannot sink into the planetary core but levitate to the atmo-
sphere by the convection process. This would explain the large
amounts of hydrogen molecules in the atmosphere of both
planets and for Neptune, the huge abundance of ethane in its
atmosphere.’>'%® Although insight into the pure systems is of
fundamental interest, planets are composed of a mixture of
materials and their combined behavior determines the interior
structure as well as the cooling and magnetic field generation.
Crucial physical quantities for characterizing the internal
structure and evolution of planets include the EOS and funda-
mental transport properties such as conductivity and diffusivity
of the planetary materials.

Information on the EOS and on possible phase transitions of
planetary materials helps to advance models for such planets.
Furthermore, our findings will facilitate new experiments on
the behavior of matter under extreme conditions, in particular
at free-electron-laser facilities like LCLS, SACLA, and European
XFEL.26'28’30’32
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