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Re-entrant transitions of locally stiff RNA
chains in the presence of polycations
leads to gelated architectures

Isha Malhotra and Davit A Potoyan *

The liquid–liquid phase separation of protein and nucleic acid mixtures drives the formation of numerous

membraneless compartments in cells. Temperature variation is commonly used for mapping condensate

phase diagrams, which often display unique upper critical temperatures. Recent report on peptide–RNA mix-

tures has shown the existence of lower and upper critical solution temperatures, highlighting the importance

of temperature-dependent solvent and ion-mediated forces. In the present work, we employ residue-level

coarse-grained models of RNA and polycation peptide chains for simulating temperature-induced re-entrant

transitions and shedding light on the role played by mobile ions, temperature-dependent dielectric

permittivity, and local chain stiffness. We show that differences in bending rigidity can significantly modulate

condensate topology leading to the formation of gelated or fibril like architectures. The study also finds that

temperature dependence of water permittivity is generally sufficient for recapitulating experimentally

observed closed loop and LCST phase diagrams of highly charged protein–RNA mixtures. However, we find

that similar-looking closed-loop phase diagrams can correspond to vastly different condensate topologies.

The liquid–liquid phase separation (LLPS) of biomolecules is
implicated in the biogenesis and regulation of numerous mem-
braneless cellular bodies.1–7 Prominent examples of membrane-
less bodies formed via biomolecular phase-separation include
nucleolus,8,9 stress granules,10,11 chromatin domains and ribo-
nucleoprotein (RNP) bodies.12,13 Taking inspiration from biology,
the mechanism of LLPS is also widely used for bio-engineering
applications, including elastin generation in vertebrate tissues6

and for creating adhesives from sand-castle worms.14

To learn the driving forces of phase separation in biomole-
cular mixtures, in vitro experiments use variable conditions to
map condensate phase diagrams.15–17 Temperature and salt
variation are commonly adopted for quantifying coexistence
windows of peptide and nucleotide mixtures.18–20 For many
protein and nucleic acid mixtures, one often finds a single well-
defined upper critical temperature which indicates the dom-
inance of energetic contacts in determining thermodynamic
stability. Indeed a large number of experimental6,18,19,21–28 and
computational studies29–36 show that an interplay of sequence
charge and hydrophobic patterns is sufficient for explaining
and characterizing thermodynamics and material properties of
a wide range of protein condensates. A significant recent effort
has therefore been directed to refining the residue level
physics-based coarse-grained models predicting single chain

and condensed phase behavior of proteins with near quantita-
tive accuracy.37–41

Unsurprisingly the role of forces other than direct bio-
macromolecular associative interactions, such as the effect of
temperature on the dielectric constant, solvent reorganization,
ion correlation, and variable conformational flexibility of
chains, has remained a relatively less explored aspect of bio-
molecular LLPS.42,43 In this respect, the protein–RNA mixtures
with low complexity RNA and protein sequences have become a
convenient model system for studying the interplay of direct
associative interactions and ion/solvent-mediated forces because
these mixtures display a wide range of complex thermodynamic
phase diagrams and condensate morphologies.18–20,44–46 In a
recent report, Alsharedah et al.19 have shown the existence of
LCST and closed-loop phase diagrams in RNA and polycation
mixtures, which suggested the critical roles of ion-meditated
interactions.

In the present study, we employ residue resolution coarse-
grained models of proteins and RNA chains with implicit and
explicit ions to systematically explore temperature-induced re-
entrant phase-transitions in RNA–polycation mixtures.19 Simula-
tions show that the temperature dependence of the aqueous
dielectric constant is sufficient for recapitulating LCST. By
studying both explicit and implicit electrostatic models, we
further establish that temperature-dependent dielectric constant
modulates charge correlations in the system, thereby control-
ling the coexistence window of LCST. We shed light on the role
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of chain stiffness by showing that varying chain stiffness can
significantly affect condensate topology and material proper-
ties. Finally, we show that chain stiffness and strong electro-
static charge correlations can lead to gelated or fibril-like
architectures with large characteristic length scales.

We note that a similar conclusion about the microscopic origin
of LCST has already been reached in several recent studies of
temperature-induced coacervation of polyelectrolyte mixtures47,48

where temperature dependence of the dielectric constant was
found sufficient to capture entropic forces such as solvent reorgan-
ization affecting hydrophobic and ionic interactions. The impor-
tance of the temperature-dependent dielectric constant is also
seen when considering the Bjerrum length, which increases as a
function of temperature, thereby creating stronger electrostatic
correlations that drive phase separation at higher temperatures.
Atomistic simulations of charged peptide mixtures49 and disor-
dered proteins50 have also reported significant contributions of ion
release and dissociation to free energy of coacervation.

1 Methods

We have employed the widely used29,42 one bead per residue/base
coarse-grained models for proteins and RNA chains (see Fig. 1).
The energy function for the protein–RNA mixtures encodes
short-range RNA–RNA, protein–protein and RNA–protein inter-
actions, and long-range electrostatics. The energy function
encoding intra- and inter-chain interaction of proteins and
RNAs are as follows:

U ¼
X
bonds

UbondðrijÞ þ
X
io j

UelecðrijÞ þUnbðrijÞ
� �

(1)

where Ubond is a harmonic spring

Ubond(rij) = kspring(r � r0)2 (2)

with a spring constant kspring = 8000 and equilibrium bond length
r0 = 0.38 nm for proteins and kspring = 1000 and r0 = 0.7 nm for
RNA. To account for the stiffness of RNA chains, we add angular
harmonic term ky(y � y0)2 is included where ky = 50.0 and y0 = p.

The non-bonded interactions are modeled by Lennard-Jones
potential or by Ashbaugh-Hatch functional form (HPS)52 (see
Table 1).

UnbðrijÞ ¼

ULJðrÞ

or

UHPSðrÞ

8>>><
>>>:

(3)

Table 1 shows the different methods employed in the
current study to implement the nonbonded interactions. (1)
LJ potential, where residues’ explicit temperature dependence
and hydrophobicity are neglected. (2) HPS potential incorpo-
rates the temperature dependence of solvent-mediated
interactions.

Ashbaugh–Hatch potential form is given as:

UHPSðrÞ ¼
ULJðrÞ þ ð1� lÞe r � 2

1
6s

lULJðrÞ otherwise

8<
: (4)

where ULJ(r) is the standard Lennard-Jones(LJ) potential
shown below:

ULJðrÞ ¼ 4eij
sij
r

� �12
� sij

r

� �6� �
(5)

Here, sij ¼
ðsi þ sjÞ

2
, where si and sj are the van der Waals

radius of residue i and j respectively. This form of the potential
allows tuning the attractiveness of the interactions based on
the parameter l, which is adapted from the hydropathy scale
proposed by Urry et al.37,53 l varies between 0 and 1, corres-
ponding to the least and most hydrophobic residues. The pair
potential for l = 0 consists of only the repulsive part of the
interaction corresponding to the Weeks–Chandler–Andersen
functional form54 and l = 1 corresponds to the Lennard-Jones
potential. When temperature dependence is included in eij(T),
the interaction strength between residues i and j is given by

lij ¼
li;HPS þ lj;HPS

2
. The temperature dependence of solvent-

mediated interactions can also be encapsulated by making

Fig. 1 (A) Shown are coarse-grained models used to study the phase
equilibrium of protein–RNA mixtures with PolyUr RNA depicted by pink
and K4 in green color. (B) The simulation protocol following51 is used for
computing binodal from direct coexistence simulations of multiphase
mixtures. Size variation has been done to ascertain the negligible effect
of finite size effects. The system is set up in a uniformly mixed state and is
gradually compressed subject to a temperature ramp. The box is then
elongated along the direction z subject to cooling, forming a slab.

Table 1 Simulated systems. LJ and HPS represent the systems where
nonbonded interactions are modeled through Lennard-Jones potential
and Ashbaugh and Hatch functional form, respectively. DH and PPPM
represent systems where electrostatic interactions are treated with
Debye–Huckel and PPPM methods

Name Bonded Non-bonded Electrostatic

LJ + DH Harmonic Lennard-Jones Debye–Hückel
LJ + PPPM Harmonic Lennard Jones PPPM
HPS + DH Harmonic HPS-Urry(T) Debye–Hückel
HPS + PPPM Harmonic HPS-Urry(T) PPPM
HPS(e(T)) + DH Harmonic HPS-Urry(e(T)) Debye–Hückel
LJ Harmonic Lennard Jones No electrostatics
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short-range interactions temperature dependent via hydropa-
thy parameter lij(T), which can provide further insight into the
nature of hydrophobic vs. polar interactions. lij(T) is the
temperature-dependent interaction strength between residues

i and j and is given as lijðTÞ ¼
liðTÞ þ ljðTÞ

2
. We find closer

agreement with experiment when we consider K to be a hydro-
phobic residue55 and rU an aromatic residue.56 The lysine side
chain contains four methylene, and they exhibit hydrophobic
interactions if the charged e–NH3

+ group is hydrogen-bonded.
We have adapted the equation for the temperature dependence
of aromatic and hydrophobic residues from ref. 42. We have
also investigated the system where all non-bonded residue
pairs interact via the simple LJ potential.

li,A = li,HPS � 26.189 + 0.15034T � 0.00020920T 2 (6)

li,H = li,HPS � 25.475 + 0.14537T � 0.00020059T 2 (7)

where i is the residue; H and A correspond to hydrophobic and
aromatic residues. The lHPS is adapted from the hydropathy
scale proposed by Urry et al.37,53 Temperature, T is given in
Kelvin throughout this paper.

When temperature dependence is included in lij, the depth
of potential well eij is given by eij ¼

ffiffiffiffiffiffiffi
eiej
p

and the eij(T) is the

temperature-dependent depth of the potential:

eij = � 0.254 + 0.00542T � 0.000006775T2 (8)

We have used Debye Hückel screening UDHðr; i; jÞ ¼
qi � qjexpð�k � rÞ

4pDr
, where k�1 is the Debye screening length and

D = 80 is the dielectric constant of water. In the present study,
we have used two values of k�1 = 1 nm and 1.92 nm corres-
ponding to 100 mM and 25 mM salt concentration, respectively.

In the Debye–Hückel mean-field treatment, the effect of
charge correlations is neglected, assuming that the ionic
charges of the solution contribute to a uniform and isotropic
screening field. DH potential performs well for physiological
salt concentrations and is commonly used in coarse-grained
models that recapitulate single chains and condensate phases
of proteins.

Given the highly charged nature of polycation–RNA mix-
tures, we have performed additional simulations to compare
the mean field DH electrostatic treatment with a more precise
Particle–particle particle-mesh (PPPM) method57,58 with no
electrostatic truncation including simulations with explicit
ions. We note that particle–Particle Particle-Mesh (P3M) meth-
ods go beyond the mean field approximation and consider
charge correlations and longer-range forces, which can give rise
to ordering not seen in mean field DH treatments. The PPPM
method, as implemented in Hoomd-blue molecular dynamics
library, separates the interaction between the particles into
short and long-range terms, where the short-range term is
calculated directly by particle–particle summation. In contrast,
the long-range term is calculated by solving Poisson’s equation.

The protein and RNA length and stoichiometries are
adapted directly from the experimental study performed by

Alsharedah et al.19 Hence, the sequence length of K4 and rU100

are fixed in all simulations to be 4 and 100, respectively. The

protein to RNA charge ratio is fixed at
q�
qþ
¼ 1. For each rU100

and K4 mixture, we have studied the system at different non-
bonded pairwise interaction potentials and employed different
methods for evaluating the electrostatic term. Table 1 sum-
marizes the potentials of all the systems studied in the present
investigation.

We begin each simulation by randomly placing RNA chains
and protein at a low density (r = N/L3 = 0.02) in a periodic
cubic box of 100 nm. This corresponds to 102 rU100 chains and
25 � 102 K4 protein units.

The chain configurations are energy minimized and heated
to their respective temperatures. To visualize the formation of
the condensates, the production sampling is then carried out
for B107 steps with integration time step Dt = 0.01, during
which the uncorrelated configurations are saved at intervals of
B104 steps. For liquid–vapor coexistence simulations, we uti-
lize a method59,60 in which the concentrated liquid phase is
simulated in equilibrium with the dilute vapor phase and
allows the determination of equilibrium density of both the
phases. The direct coexistence simulations are initiated by first
compressing a cubic box at a constant rate under the target
temperature T0 for 20 000 steps to arrive at a smaller periodic
cubic box of length 20 nm and final density r = 3.0. The
simulation box is expanded along the z-direction by 10–20
under T0. After the equilibration steps are complete, the simu-
lation box has a slab of liquid condensate surrounded by
coexisting saturated vapor of protein and RNA chains. The
binodal of the liquid–vapor equilibrium is computed by fitting
the simulated slab system density histogram along the
expanded direction to the hyperbolic tangent profile.

2 Results

The polycation–RNA mixtures with chain-length asymmetry can
display strong charge correlations and form complex structures
not predicted by mean-field theories.47,61–64 Therefore we begin
the study by assessing the impact of different combinations of
short and long-range non-bonded pairwise interaction poten-
tials on the vapor–liquid coexistence. We first compare two
widely used potentials employed in the studies of liquid–liquid
phase-separation of disordered proteins; the LJ and Lambda
potentials in combination with DH and PPPM electrostatics
(Table 1).

In Fig. 2A and B, we compare the phase diagram of LJ,
LJ + DH, and LJ + PPPM for rigid and non-rigid RNA chains,
respectively. The angular harmonic term mentioned in the
Methods section is not included for non-rigid RNA chains. In
the absence of solvent-mediated forces, these systems naturally
only display UCST (Fig. 3) behavior with condensates forming
at lower temperatures and being dissolved at temperatures
high enough to overcome the short- and attractive long-range
interactions. Fig. 2C and D shows the phase diagram for
HPS(T) + DH, HPS(T) + PPPM, HPS(e(T)) + DH for rigid and
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non-rigid RNA chains respectively. The HPS treatments effec-
tively account for the solvent-mediated forces. Once accounting
for entropic forces, the system displays UCST and LCST with
condensates forming at only intermediate temperatures and
dissolving at lower and higher temperatures (Fig. 3). The
charged group, e–NH3

+ of the Lysine side chain, is charged
and has hydrophobic nature, which leads to a tug of war
between the penalty of desolvation and direct interactions.

The condensates dissolve at low temperatures because of
charge-mediated and hydrogen bonding interactions with
water for lysine, and Uracyl wins over the hydrophobic interac-
tions. At intermediate temperatures, the balance is tipped to
favor desolvation, also facilitated by the formation of hydro-
phobic contacts.65 As temperature increases, hydrophobic and
anionic contacts eventually break, and the solution adapts well
to a mixed state. This interplay of solvent and ion-mediated
forces on the one hand and direct residue interactions on the
other is effectively captured in our model by considering K to be
a hydrophobic residue55 in HPS(T) models and via temperature
dependence of water dielectric constant.

Next, we examine how local chain stiffness affects structures
and phase equilibrium of polycation–RNA condensates. RNA is
known to form complex structures, which could be a source of
additional rigidity. However, in the present study, we stay clear
from sequence-encoded structural rigidity and simply account
for RNA chain rigidity which can also be modulated to a
significant extent by the presence of polyvalent ions.66–68 One
expects rigid chains to pay less penalty when condensing into
liquid droplets than more flexible ones. We observe the phase
diagrams of RNAs with rigid and nonrigid chains in the regime
of an electrostatic solid are not dramatically different (Fig. 2).
However, the local structures of the condensates can be dra-
matically affected by the local rigidity of RNA chains (Fig. 4).
The condensates with rigid RNA chains are elongated and span
the whole box forming a gelated architecture, whereas con-
densates with non-rigid RNA chains form spherical droplets. In
Fig. 2A and B, we observe that in the absence of electrostatic
interactions, the system unsurprisingly displays that upper
critical temperature is lower because electrostatic interactions
greatly assist the stability of rU100–K4 condensates.

Comparing Fig. 2A and B also shows how in the absence of
electrostatic interactions, the chain rigidity affects the phase
diagram. The critical point is lower when we have non-rigid
chains for the LJ system; this is because rigidity aids in keeping

Fig. 2 Phase diagrams in the density-temperature space. LJ + DH and
LJ + PPPM models are compared with (A) rigid RNA chains (B) non-rigid
RNA chains. HPS + DH, HPS + PPPM, and HPSe(T) + DH models are
compared with (C) rigid RNA chains (D) non-rigid RNA chains.

Fig. 3 NVT simulations of K4 and rU100 in a cubic box for different
residue–residue interaction pairs. Snapshots from left to right correspond
to different temperatures, as indicated on the top of the image.

Fig. 4 Simulations of K4–rU100 mixtures in Cubix box geometry for non-
rigid(top) and rigid(bottom, treated with HPS + DH regime) RNA chains at
different temperatures indicated at the top of the boxes.
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the condensates stable by reducing the entropic penalty of
restricting conformational freedom of chains.

One may also observe multi-phasic condensates in the limit
where long-range electrostatic interactions are weak (see LJ in
Fig. 3). For the LJ chains, condensates display layered topology
with K4 chains encapsulated by the rU100 chains. In Fig. 5A, we
show the slab simulations comparing LJ + PPPM and LJ system
at different temperatures which show the formation of multi-
phasic condensates in the LJ system. The multiphasic topology
of condensate in LJ treatment stems from the difference in the
monomer size, which can be set via either the bead size or bond
length of k4 and rU100 chains. Thus, a mismatch in monomer
size is sufficient to cause the formation of multiphasic layered
topology in the absence of electrostatic interactions.

Given the highly charged nature of polycation–RNA mix-
tures, it is important to evaluate the differences when employ-
ing implicit vs. explicit treatment for electrostatic interactions.
We observe that the critical temperature is slightly higher when
electrostatic interactions are modeled with DH than PPPM
(Fig. 2A and B). For instance, the configurations of the system
treated via LJ + DH potential (Fig. 3), form at slightly higher
densities at T = 100 K compared to the LJ + PPPM system.
However, when we compare the cubic and slab simulations
(Fig. 3 and 5B respectively) of systems treated via HPS + DH and
HPS + PPPM potentials, we observe that the configurations
treated via HPS + DH potential have a higher density.

To demystify this observation and assess which implicit ion
model is closer to the explicit ion model, we compare the phase
diagram at 25 mM NaCl of the explicit and implicit ion models
(DH and PPPM) in Fig. 6. We have selected 25 mM NaCl
concentration to reduce the computation time for the explicit
ion model. To simulate the explicit ion model, we put an equal
number of Na+ and Cl� ions in the system. We observe that

external crowding significantly reduces the density of the
condensates formed in the presence of explicit ions. However,
the behavior of the phase diagram looks similar to the systems
where electrostatics are treated with implicit electrostatic
interactions.

Finally, we compare the reduced density profiles of rU100

and K4 along the z direction of the elongated simulation box at
two different temperatures in Fig. 7 at 25 mM salt concen-
tration. At T = 350 K, which is far below critical temperature the
reduced density profile of rU100 and K4 is identical for all three
models. However, at T = 460 K which is close to the critical
temperature the condensates dissolve for the explicit ion and
PPPM model but do not for the DH model. This result simply
confirms that PPPM electrostatics is more successful in repro-
ducing the explicit ion behavior of condensates compared to
the DH electrostatics treatment.

Fig. 5 Snapshots of direct coexistence simulations corresponding to
Energy function treated (A) with LJ + PPPM (left) and LJ (right) potentials
(B) HPS + DH (left) and HPS + PPPM (right) potentials. Temperatures have
been selected to depict the formation and dissociation of the condensates
for two distinct regimes modeled by the hydropathy scale and LJ
potentials.

Fig. 6 Phase diagram in the density-temperature space at 25 mM NaCl of
explicit ion model (25 mM NaCl) and implicit ion models (HPS + DH,
HPS(e(T)) + DH, HPS + PPPM).

Fig. 7 Reduced density profile of rU100 and K4 along the z direction of the
simulation box at temperatures for 3 electrostatics treatments: explicit
ions, DH, and PPPM all evaluated at 25 mM salt concentration and at two
temperatures; (A) T = 350 K o Tc and (B) T = 460 K B Tc.
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3 Discussion

Phase-separation of biomolecules is implicated in the for-
mation of numerous membranless compartments in cells, the
functional roles of which are still poorly understood. One
potential function of these compartments is to organize and
regulate RNA metabolism, transcription, processing, expres-
sion, and gene silencing.5,69 Therefore, it has become impera-
tive to understand the driving forces and rheological
characteristics of protein–RNA condensates which can shed
light to functional dynamics of membraneless compartments
in cells.

Recent report on the polycation peptide–RNA mixtures19 has
shown the existence of lower and upper critical solution tempera-
tures, highlighting the signficance of temperature-dependent
solvent and ion-mediated forces. In this work, we have employed
molecular dynamics simulations with coarse-grained residue
resolution models to dissect the contribution of temperature-
dependent dielectric permittivity, and salt-induced chain swelling
in modulating phase equilibrium in RNA polycation mixtures.

We find that for fitting phase diagrams to experiments,
temperature-dependent solvent-mediated interactions encoded
by a dielectric constant in conjunction with residue-specific
coarse-grained models are sufficient. Another closely related
way to account for solvent-mediated interactions is through
temperature dependence of hydrophobic forces.42 That is, when
considering Lysine to be hydrophobic and rU to be aromatic55,56

we were able to explain the experimentally observed closed-loop
phase diagram where LCST o UCST using established hydro-
phobicity scale models.19

Studies of single-chain polyelectrolytes and coacervates have
shown that chains’ local structure significantly impacts the
coexistence window.70 Furthermore, the interplay of ions of
different sizes can induce local chain rigidification or collapse,
depending on the scaling regime.64,71 Therefore we have intro-
duced local bending potential to also study the effect of chain
stiffness on the condensate topology and thermodynamic sta-
bility. We show that chain rigidity can dramatically impact the
topology of condensates without changing the global phase
diagram. Specifically, in the limit of weak electrostatic interac-
tions, chain rigidity aids in keeping the condensates stable and
elevates the critical temperature. In the limit of strong electro-
static interactions, chain rigidity reduces the coexistence win-
dow. Regading the topology of condensates, the flexible chains
tend to form spherical droplets, whereas rigid chains percolate
throughout the simulation box, forming gelated structures with
large characteristic length scales. Future studies will investigate
this phenomenon more quantitatively by looking at the nature
of RNA-ion, RNA–RNA, and protein–RNA association with
higher resolution models.

To assess the contribution of ion release and partitioning,
we have compared the explicit ion model with models where
electrostatic interactions are calculated by DH and PPPM
methods. The global phase diagrams appear consistent for all
three methods. Still, careful inspection reveals that PPPM
electrostatics, where electrostatic interactions are calculated

without truncating the long-range Coulomb interactions is
closer to the explicit ion model than DH electrostatics in
predicting the critical temperatures.
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