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Surface–particle interactions control the escape
time of a particle from a nanopore-gated
nanocavity system: a coarse grained simulation†

Robert Zando, a Mauro Chinappi,b Cristiano Giordani,c,d Fabio Cecconi e and
Zhen Zhang a

Nanopores and nanocavities are promising single molecule tools for investigating the behavior of individ-

ual molecules within confined spaces. For single molecule analysis, the total duration of time the analyte

remains within the pore/cavity is highly important. However, this dwell time is ruled by a complex interplay

among particle–surface interactions, external forces on the particle and Brownian diffusion, making the

prediction of the dwell time challenging. Here, we show how the dwell time of an analyte in a nanocavity

that is connected to the external environment by two nanopore gates depends on the sizes of the nano-

cavity/nanopore, as well as particle–wall interactions. For this purpose, we used a coarse-grained model

that allowed us to simulate hundreds of individual analyte trajectories within a nanocavity volume. We

found that by increasing the attraction between the particle and the wall, the diffusion process transforms

from a usual 3D scenario (repulsive wall) to a 2D motion along the cavity surface (highly attractive wall).

This results in a significant reduction of the average dwell time. Additionally, the comparison of our results

with existing theories on narrow escape problem allowed us to quantify the reliability of theory derived for

ideal conditions to geometries more similar to actual devices.

1 Introduction

The motion of single nanoentities in confined geometries is
relevant to a wide number of biological processes. Among
others,1 examples include the diffusion of molecules on a
crowded membrane2 and the modelling of synaptic currents.3

A common feature of all these scenarios is that a single par-
ticle diffuses in a confined environment until it reaches a
specific location. This location can be a site where the mole-
cules interact with a specific ligand or an aperture on the
surface of the confining space. In literature, this class of pro-
blems has traditionally been referred to as the Narrow Escape
Problem (NEP), and is centered on calculating the mean first

passage time of a diffusion process of a particle to a target
much smaller than the size of the confining space.4–8

NEP’s for a single molecule are also highly relevant to the
study of the behavior of single molecules in sensing devices,
such as nanopores9–15 or nanocavities,16–18 since, once the
analyte has been drawn into the confining geometry through
external forces such as electrophoresis19,20 or
dielectrophoresis21,22 it needs to remain within long enough to
allow the acquisition of a signal from it. It is, therefore, crucial
to investigate which factors affect the dwell time of the mole-
cules in the confining geometry.

In this study, we focus on the exit of a particle from a nano-
cavity that is connected to external reservoirs by two nanopores
(see Fig. 1). This set-up resembles a number of solid-state
nanopore systems used for sensing purposes.9,10,23 These
solid-state pores may take on a wide variety of different geome-
tries,24 such as cylindrical, conical or hourglass-shaped25

(though our study focuses primarily on a cylindrical geometry
configuration). The nanopore apertures on either entrance of
the nanocavity may be varied in size (compared to the cavity
dimensions) through the use of secondary barriers9 or the
deposition of surface additives such as carbon to reduce the
opening diameter.26,27

In order to ensure a reasonable computational cost for our
study, we made use of a “coarse-grained” approach, as com-
monly employed in the literature to make affordable the simu-
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lation of system that would be untractable by atomistic
models.9,28–30 We simulate several hundred instances of trajec-
tories for an individual analyte particle dwelling within a nano-
cavity, allowing us to estimate how the average dwell time was
affected by particle–surface interactions and aperture size, with a
focus on two specific categories of interaction conditions. In the
first, the particle–surface interaction is mainly repulsive, and the
particle diffuses in the bulk of the nanocavity until it reaches
one of the two exits. In the second, there is a strong attraction
between the particle and the wall, where contact between the
particle and the nanocavity surface confines the analyte to the
wall, causing the analyte to undergo surface diffusion.

2 Model and method

The system is simulated using a Brownian model. In such
methodology, molecular systems with complex structures
(such as DNA or proteins) may instead by simplified to
pseudo-particles that may correspond to the entire molecule,
as in the case of globular proteins31 or to monomers.9,11,32 In
our work the analyte will be modeled as a Brownian particle of
given hydrodynamic diameter dp confined by the nanocavity
wall. We will also consider the possibility that the particle
mobility is reduced close to the wall. Details of the methods
are reported in the next sections.

2.1 Brownian model

The molecule’s motion within the nanocavity is modeled
through the use of the overdamped Langevin equation,33–36

ẋ ¼ μFðx; tÞ þ gζðtÞ ð1Þ

where x represents the position of the center of the molecule, μ
represents its mobility within the medium, F(x, t ) represents
external deterministic forces applied to the particle including
the interaction with the wall, but may also incorporate the
effects of other external forces, such as those which might
result from an electric field.9,30 The noise term gζ(t ), with g ¼ffiffiffiffiffiffiffiffiffiffiffiffiffi
2μkBT

p
representing the amplitude of the white noise ζ(t ),

where kB representing the Boltzmann constant, T representing
the system temperature and μ the mobility. Reducing the par-
ticle motion to tracking its center of mass can be considered a
model for globular biomolecules without large internal flexi-
bility (e.g. insulin, ribonuclease, hemoglobin) and small nano-
particles.37 The overdamped Langevin model, eqn (1), is a
reasonable approximation for the transport of spheroidal par-
ticles in micro and nanofluidics38–40 where the Reynolds
number is ≪1.

2.2 Particle–wall interaction

The Lennard-Jones (LJ) potential was used to model particle–
wall interaction, F in the Langevin eqn (1). This potential
energy is determined with the equation

UðrÞ ¼ 4ε
σLJ
r

� �12
� σLJ

r

� �6
� �

ð2Þ

where r is the distance between the particle and the wall (cal-
culated as detailed in ESI Fig. S3†), ε is the potential well-
depth and σLJ represents the length scale of the minimum dis-
tance between the particle center and the wall (so, in essence,
the particle radius dp/2). The force which results from this
potential energy interaction can be expressed as the gradient
of the function (i.e., F = −∇U). A sketch of the potential is

Fig. 1 Escape from a cylindrical cavity, bulk vs. surface diffusion. (a) When the wall particle interaction is repulsive, the particle, initially placed in the
center of the cavity, diffuses in the volume until it reaches one of the two exits. This trajectory used the following conditions: ε = 0.1kBT, dc =
400 nm and de = 50 nm. The center panel is a polar representation of the trajectory, z is the axis of the cylinder, and ρ the distance between the par-
ticle an the axis. Left panel is a top view (projection on the Oxy plane). (b) For highly attractive particle–wall interaction, as soon as the particle hits
the wall, it starts a surface diffusion along it until it reaches one of the two exits. The trajectory conditions are: ε = 6kBT, dc = 400 nm and de =
50 nm. (c) Average dwell time τ as a function of ε. The upper inset reports a sketch of the Lennard-Jones potential used to model wall–particle inter-
action, eqn (2), the three curves corresponding to ε = 0.1, 1, 4kBT. The lower inset reports the same data where the logarithmic scale is used for ε/
kBT to highlight the repulsive plateau at ε/kBT ≪ 1 (red points).
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reported in the inset of Fig. 1c. The potential well depth ε was
varied between 0.1kBT < ε < 8kBT, wherein the lower bound rep-
resented a scenario in which the wall surface was highly repul-
sive to the analyte, and the upper bound representing a highly
attractive wall.

2.3 Geometry of the nanocavity

The nanocavity is modeled as a cylinder with two apertures of
equal sizes on the top and the bottom (see Fig. 1a). The
analyte was presumed to have started in the center of the cylin-
der. There are four relevant lengths in the model: the analyte
diameter (dp), the cylinder diameter (dc), the cylinder height
(h), and the aperture diameter (de). The specific methods used
to produce the geometry in our Brownian solver, and how this
information was used to determine the wall–particle distance
in eqn (2), may be found in ESI Fig. S3.†

2.4 Mobility model

Due to a variety of factors, including hydrodynamic shear and
particle adsorption at the surface, the ability of the analyte to
freely move within the medium is usually diminished signifi-
cantly near the wall.42–44 We considered the following
expression for the mobility

μ ¼ μb þ
μw � μb

2
tanh αðσμ � rÞ þ 1
� �

; ð3Þ

where r is the particle center to wall distance, and μb is the
bulk mobility, for which we use the widely employed Stokes
expression for a no-slip sphere μb = (3πdpη)−1, with η the
solvent viscosity. In this manuscript, we assume that the par-
ticle moves in water, so η = 10−3 Pa s. eqn (3) is a sigmoid (see
Results and discussion). The mobility assumes the bulk value
μb for r ≳ σμ and the wall value μw for r ≲ σμ. The parameter α
determines the steepness of the sigmoid, while σμ denotes the
length-scale of the region where the mobility reduction due to

wall–particle adhesion occurs. We set σμ ¼ 1:6
dp
2

	 

, so that

when the particle adheres to the wall (due to the well of the LJ
potential) it is in the low μ area adhesion region, an example
of which may be found in the Results section. Concerning the
numeric integration, we used the stochastic Euler
algorithm34,45 where an additional drift term kBT∇·M with M
the mobility tensor (in our case, diagonal) is added.46,47

3 Results and discussion

The simulations were run using a cylindrical nanocavity with
two identical apertures on its bases. The diameter of the aper-
ture ranges from de = 16 nm to de = 100 nm while the height h,
equal to its diameter of the nanocavity dc (h = dc), ranges from
200 to 400 nm. The range of potential-well depths ε is between
0.1kBT (repulsive case) and 8kBT (highly attracting case). A
spherical particle of diameter dp = 15 nm is initially placed in
the center of the nanocavity and the simulation is stopped
when the particle exits from one of the two apertures. Each

data set was acquired from 200 individual trajectories, allow-
ing us to measure the average time the particles dwells the
nanocavity τ. In order to focus our analysis on the effect of the
aperture size de and wall-confinement due to potential energy
interaction, we started with homogeneous mobility, i.e. the par-
ticle does not experience any reduction in its mobility when it
is close to the wall of the nanocavity (μw = μb in eqn (3)).

As shown in Fig. 1a and b, one of the most notable
phenomena which results from the change in potential well
depth ε is an drastic alteration of the particle trajectory. For
ε ≪ kBT the particle undergoes a bulk 3D diffusion in the
nanocavity, as seen in Fig. 1a. However, for ε > 4kBT, as soon as
the particle reaches a wall during its 3D diffusion, it becomes
trapped at the surface and starts a 2D diffusion process along
the wall, as seen in Fig. 1b. Fig. 1c reports the average dwell
time τ as a function of ε for dc = 400 nm and de = 50 nm,
showing that the transition from the 3D bulk diffusion regime
to the 2D surface diffusion scenario occurs approximately for
kBT < ε < 4kBT. More specifically for ε < kBT, the wall is, practi-
cally, repulsive as the thermal energy easily allows the particle
to escape the LJ well (see also the inset of Fig. 1b). Instead, for
ε > 4kBT, the particle hardly escapes from the LJ well. As shown
ESI Fig. S4,† this behavior is observed also for different aper-
ture sizes. This transition represents a dimensional reduction
in the analyte’s degrees of freedom which facilitates the escape
from the nanocavity because the particle performs a 2D
instead of a 3D diffusion.

3.1 Comparison with theory

We compared our results against two analytical models, one
for the 3D bulk diffusion and one for the 2D surface diffusion
scenario. The 3D analytical prediction is taken directly (with
just a slight modification) from the work of Grigoriev et al.,41

providing an expression for the average escape rate from a
nanocavity as a function of its volume V and the radius of the
exit. More specifically, we used the following expression

τ ¼ V
4Ddeff

ð4Þ

where deff = de − dp is the effective diameter available for the
analyte to exit from the nanocavity. This modification to the
original Grigoriev et al.41 model was necessary to account for
the finite size of the particle. The other modification to the
original model was to divide the average time by two since in
our system there are two exits. This model assumes that the
surface of the nanocavity was just a repulsive confinement.
Therefore, we compared the prediction of eqn (4) for the our
simulation with ε = 0.1kBT (repulsive case). Fig. 2a shows a
quite strong agreement between theory and computational data.

For the surface diffusion case (attractive wall), we derived a
theoretical expression for τ. In brief, as common in capture
and escape problems, we used a Smoluchowski-like approach
that, in absence of external forcings, amounts to calculating
the flux of particles on an adsorbing boundary.48–50 More
specifically, we calculate the average time τ in which a particle
that diffuses on a 2D circular crown domain bounded by an
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inner circle of diameter de, where the particles are adsorbed by
an external circle of diameter dext, and where particle concen-
tration has a prescribed value C0 (see ESI Note S1† for details).
The capture frequency kc = τ−1 is given by

kc ¼ 2πDC0

lnðdext=deÞ : ð5Þ

To adapt these results to our nanocavity, we need to find an
estimation for dext and C0. Concerning C0, we considered that
there is only one particle, hence, C0 = A−1 where A is half of the
area of the nanocavity (the factor 1/2 stemming from the pres-
ence of two apertures). Concerning dext, in the simplified
model that lead to eqn (5), dext is, basically, the distance from
the emitting boundary and the adsorbing boundary. In our
system, this would correspond to the distance from the pore
exit and the first location where, the particle diffusing in the
bulk, hits the wall and gets trapped. This distance, scales with the
cavity size dc, so we set dext = dc. Consequently, eqn (5) reduces to

τ ¼ A
2πD

ln
dc
deff

ð6Þ

where, again, we considered the effective diameter deff as the
effective size of the aperture. Eqn (6) can be obtained also with
other approaches, see, among others.6–8 The predictions of
this theoretical model can be seen in Fig. 2b, where they are
compared against multiple data sets we simulated at ε = 8kBT.
Also, in this case, the computed τ demonstrated a reasonable
match with analytical prediction. Deviations are observed for
small apertures (de < 30 nm) suggesting that when the exit size
approaches the particle size, the details of the particle–wall
interaction comes into play. Ideally, these and other details
can be potentially taken into account by a proper free-energy
profiles in the Smoluchowski model49,50 or including them as

radiative boundary condition.48 However, this fine tuning,
even if possible, would require a detailed knowledge of the
chemical interaction of a given particle with a specific nano-
cavity material in proximity of the aperture, a topic that is far
from the general aim of this work. The overall agreement
between the simulations and the theoretical predictions is also
supported by a statistical analysis, as seen in ESI Table S1.†

Up to now, we showed that some trends of the dependence
of the dwell time τ as a function of the geometrical features of
the nanocavity can be caught by using relatively straight-
forward theoretical approaches. Because of this, one may ask if
theoretical insights on the 2D–3D transition may be derived is
similar ways. However, this case is much more complex, since
in the intermediate regime (ε = 1kBT to ε = 5kBT in Fig. 1) a par-
ticle trapped in the well of the interaction potential may
escape from the wall before leaving the nanocavity. Hence, the
overall motion is composed by periods in which the particle
diffuses in the bulk of the nanocavity and periods in which it
slides along the wall. An approximated expression for the
dwell time in this intermediate regime was proposed by
Oshanin et al. (eqn (34) of ref. 6) for a spherical nanocavity. In
our notation, the Oshanin result takes the form

τ ¼ τb þ τs
a2

4Reff
2 þ

τs
τ2D

ð7Þ

where Reff is the effective radius of the nanocavity (i.e. the
radius of a sphere with the same volume as the nanocavity),
a = deff/2, and τb = τ3Da

2/(4Reff
2) is the characteristic time after

which, a particle starting at a bounding plane, returns back to
the plane (eqn (18) of Oshanin et al.6), and τs the typical time
that a particle is trapped at the solid wall. For τs → 0, the par-
ticle is not trapped at the wall (which corresponds to our repul-

Fig. 2 Comparison with theoretical predictions. (a) Average dwell time τ as a function of the exit diameter de for the repulsive case (ε = 0.1kBT ) from
our simulations (points) and from an adaptation of the results by Grigoriev et al.,41 eqn (4). Three different nanocavity diameter dc are considered.
Panel (b) reports the same comparison for the attractive case (ε = 8kBT ). Lines refer to our 2D theoretical prediction, eqn (6). Our numerical results
match the theoretical prediction for large aperture size. However, as the aperture diameter approaches the particle diameter dp or, in other terms,
since deff = de − dp, as deff → 0, the dwell time τ diverges faster than the theoretical prediction, in particular in the attractive 2D diffusion case. The
grey area corresponds to de < dp i.e. exit diameter smaller that the particle diameter so that, the right boundary of the grey area corresponds to deff =
0. Error bars are smaller that the data point symbol sizes.
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sive case), and eqn (7) gives τ→ τ3D. In the opposite limit, τs →∞,
eqn (7) gives τ = τ2D, i.e. if the trapping time τs is very large, the
particle undergoes a 2D diffusion along the nanocavity wall. In
our system, an estimation for τs comes from a Kramers-like
approach and reads

τs ¼ 1
D

ð4σLJ
21=6σLJ

exp½UðyÞ�dy
ðx
0
exp½�βUðxÞ�dx ð8Þ

where U is the LJ potential reported in eqn (2) (see ESI Note
S2†). The range of the first integral assumes that the particles
starts from the minimum of the LJ-potential well (x0 = 2(1/6)σLJ,
i.e. the most probable position) and escape when at a distance
4σLJ in the bulk. Only minor quantitative changes are observed
if the upper bound is changed to other reasonable values
(such as 3σLJ). The integration can be easily numerically per-
formed and τs as a function of ε is reported in Fig. 3a. Fig. 3b,
in contrast, reports τ from eqn (8) for dc = 400 nm and various
deff ranging from 5 nm to 35 nm. In all cases, the curves
resemble the scenario we observed in our Brownian simu-
lations of Fig. 1b and S4.† For ε < kBT, τ is almost constant, but
then decreases in the interval kBT < ε < 5kBT, and then, for ε ≳
5kBT a plateau (corresponding to the τ2D value) is reached. The
inset reports the quantitative comparison with numerical data
showing a nice agreement, at least in the light of the large
number of approximation needed to obtain eqn (7).

3.2 Effect of mobility reduction

Finally, we incorporate the effects of drag resulting from proxi-
mity to the nanocavity wall as a reduction in the mobility
coefficient. More specifically, in eqn (3) we set the mobility at
the wall to μw = fμb with μb the bulk mobility and f < 1. In
essence, when the particle is trapped at the wall (i.e. it is in the
area of the attractive well of the LJ potential), and μ is reduced
by a factor f. The smoothing between the bulk value μb and the
wall value μw is the sigmoid curve provided in eqn (3) and
sketched Fig. 4a. The change in the particle mobility at the
wall may arise from several phenomena. For instance, in the
event of repulsive particle–wall interactions, we expect that the
main contribution will came from hydrodynamics. In this
case, one can rely on approximated expressions for mobility of
a particle near a wall51 or on numerical approaches43 if the

Fig. 3 2D–3D transition. (a) Escape time τs from a planar wall as a func-
tion of the wall–particle interaction as predicted by eqn (8) for σLJ =
7.5 nm, with all other parameters identical to those in Fig. 1. (b) Dwell
time τ from eqn (7) for dc = 400 nm and deff = 10, 15, 25, 35 nm. The
inset reports comparison with numerical data for dc = 400 nm and deff =
35 nm already shown in Fig. 1.

Fig. 4 Effect of reduction of the wall mobility. (a) The mobility of the
particle is modeled as a sigmoid (eqn (3)). Far from the wall, the mobility
has the bulk value μb, while close to the wall, when the particle is
trapped in the well of the potential representing the wall–particle inter-
action, the mobility is reduced by a factor f, i.e. μw = fμb. (b) Average
dwell time τ as a function of intensity ε of the wall–particle interaction
for f = 0.2 and f = 0.5 for dc = 400 nm and de = 50 nm. For comparison,
the case with no mobility reduction (already presented in Fig. 1) is also
reported.
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liquid slippage may strongly alter the dynamics close to a wall
(as it happens in a wide range of transport phenomena52,53).
For highly attractive walls, we may instead expect that the main
source of mobility reduction will be the partial adsorption due
to chemical affinity. In nanopore sensing applications, another
possibility is that the coating of a solid-state pore with a fluid-
like membrane able to bind the particle.54,55

When mobility at the wall is reduced, the dependence of
the dwell time on the depth ε of the wall–particle interaction is
no longer monotonic (see Fig. 4b). Indeed, now the reduction
in the dwell time due to the surface diffusion is compensated
for by the increase in the drag. For the highly attractive case
(ε ≥ 8kBT ), the dwell time τ tends to a plateau for all three curves
in Fig. 4b. As expected from the theoretical expression for the
dwell time for the 2D surface diffusion (eqn (5)), τ scales to
roughly as 1/f (for instance, the plateau value for f = 0.5 is
approximately the double of the plateau value for f = 1).
Interestingly, for low f (i.e. the mobility is largely reduced at
the wall) the dwell time shows a minimum for intermediate
values of ε (see red points in Fig. 4b). An additional phenom-
enon of note is the effect of a change in the value of σμ on the
dwell time of an analyte within a confined volume. As can be
seen in ESI Fig. S5,† when all other factors are constant, an
increase in σμ (which roughly correlates to an ever-greater dis-
tance from the wall where mobility reduction becomes measur-
able) results in an increase in the average dwell time τ. While
this effect is somewhat limited for the repulsive case (likely
due to the fact that the particle in not trapped in the wall
region where the mobility is reduced), it is much more pro-
nounced for the attractive wall case. As expected, in both repul-
sive and attractive case, when σμ approach to the particle size
dp/2 the dwell time is comparable to that of an identical scen-
ario with no mobility reduction.

4 Conclusions

In this study, we employed Brownian simulations to simulate
the exit of a particle from a nanocavity. The Brownian model
has computational cost much lower compared with other
coarse grained approaches and is able to include thermal fluc-
tuation such as DPD56–60 or MPCD.61,62 This allowed us to
explore the effects of a wide range of parameters on particle
trajectories within a confined volume. In particular, we investi-
gated the effects on the average dwell time of particle–wall
interactions, as well those of the size of the nanocavity and of
the aperture, as well as that of a reduction in particle mobility
when the analyte adheres the wall.

Varying the intensity of particle–wall attractive interaction
had an intriguing effect on the dwell time. For repulsive walls,
the particles explored the nanocavity volume until they reach
one of the apertures. For sufficiently attractive particle–wall
interactions, on the other hand, becomes trapped upon
contact with the wall starts diffusing along the nanocavity
surface. This 2D diffusive process allows the particle to escape
more quickly. Overall, the dwell time of the particle decreases

with the strength of the wall–particle interaction until a
plateau is reached for interaction energies with minima’s less
than ∼5kBT. Since exact theoretical results in the literature
were found only for more ideal geometries (such as spheres or
disks), our simulation may be used to test the capability of
existing theoretical models for more complex system geome-
tries which have a greater similarity to some laboratory con-
ditions. The comparison with existing theories indicates that
analytical models are able to predict the trends of the dwell
time as a function of the nanocavity and aperture size in the
2D and the 3D case and even to catch some features of the 2D–
3D transition. Our simulation also allowed us to study the
effect of the reduction of the mobility at the wall. If the wall
mobility is much lower than that of the bulk, the 2D scenario
is no longer the faster way for the particle to leave the nanocav-
ity. Taken together, we think that our results may contribute to
the understanding of how geometry and wall–particle inter-
actions may be tuned to control the dwell time of a particle
within a confined space. From a practical perspective, once
estimations on the reduction of mobility at the wall and on the
intensity of the particle–wall interaction are available, this
information may be embedded in the Brownian solver. This
evidence may come from experiments63–65 or, alternatively,
from atomistic simulations.66

However, as the experimental data for pure volumetric con-
finement (the focus of our work) is extremely limited, we have
found it necessary to design our own novel, in situ experi-
mental methodology. This will form the basis of future work
into refining our model to more closely match laboratory con-
ditions. Overall, the understanding of the escape time from a
nanocavity may be relevant in developing nanopore–nanocavity
systems for sensing single particles or to monitor the inter-
action of a small number of molecules.
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