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Bacterial lipids drive compartmentalization on the
nanoscale†
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The design of cellular functions in synthetic systems, inspired by

the internal partitioning of living cells, is a constantly growing

research field that is paving the way to a large number of new

remarkable applications. Several hierarchies of internal compart-

ments like polymersomes, liposomes, and membranes are used to

control the transport, release, and chemistry of encapsulated

species. However, the experimental characterization and the com-

prehension of glycolipid mesostructures are far from being fully

addressed. Lipid A is indeed a glycolipid and the endotoxic part of

Gram-negative bacterial lipopolysaccharide; it is the moiety that is

recognized by the eukaryotic receptors giving rise to the modu-

lation of innate immunity. Herein we propose, for the first time, a

combined approach based on hybrid Particle-Field (hPF) Molecular

Dynamics (MD) simulations and Small Angle X-Ray Scattering

(SAXS) experiments to gain a molecular picture of the complex

supramolecular structures of lipopolysaccharide (LPS) and lipid A

at low hydration levels. The mutual support of data from simu-

lations and experiments allowed the unprecedented discovery of

the presence of a nano-compartmentalized phase composed of

liposomes of variable size and shape which can be used in syn-

thetic biological applications.

Introduction

The study and characterization of the supramolecular structure
of bacterial lipids is a complex and challenging area of
research. The last two decades have witnessed the real blos-
soming of the study of the structural and supramolecular pro-
perties of bacterial glycolipids, many of which play key roles in
bacterial interactions with eukaryotes, in which they either
elicit or suppress the innate immunity of the host.1,2 Much
effort has been made to implement cellular functions in syn-
thetic systems using a ‘bottom-up’ approach based on syn-
thetic biology.3,4 Inspired by the internal partitioning of living
cells, several multi-compartment systems using bottom-up
assemblies have been proposed. In particular, the varied hier-
archies of these internal compartments have been explored by
employing different types of interfaces, including liposomes,
polymersomes, protein capsules, emulsions, and
membranes.5–7 The creation of compartments using different
building blocks is paving the way towards new and challenging
applications, such as highly functional systems that can regu-
late the chemistry of encapsulated reactant species.5,8–11 An
exhaustive disentanglement of self-assembled structures and
the ability to compartmentalize and control them are pivotal
to the development of suitable building blocks for bottom-up
synthesis of living organisms.3,4

From the simulation point of view, these systems give rise
to multiple challenges because accurate descriptions of the
complex ensembles of interactions involved in the self-assem-
bly processes at the molecular level are required.12 Moreover, if
the assembling molecules are charged, the long-range nature
of their electrostatic interactions poses further challenges.13,14
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Given these facts, detailed knowledge of the nature and
nanostructure of supramolecular assemblies will need to be
based on studies combining both experiments and simu-
lations for mutual validation and support. Indeed, using this
approach, successful results have already been obtained for
the slaved diffusion and lateral phase separation of charged
lipids induced by cationic nanoparticles, as characterized by
length scales ranging from nanometres to microns via the
combination of several experimental techniques (confocal
microscopy, fluorescence correlation spectroscopy, X-ray reflec-
tivity) and coarse-grained molecular dynamics (CG-MD) simu-
lations.15 Electrostatic co-assembly of nanoparticles with
different small molecules of opposing charges into interesting
supramolecular structures has been studied by combining
CG-MD simulations with several experimental techniques.16

Moreover, combining X-ray/neutron scattering studies with
CG-MD simulations of sodium dodecyl sulfate (SDS) nano-
structures over a broad range of concentrations and ionic
strengths has led to a detailed understanding of the effect of
long-range electrostatic interactions on the morphology of
charged supramolecular assemblies.17 Different types of CG
models have been developed for both charged and uncharged
biological phospholipids.18–23 A comprehensive overview of
this subject area can be gained by referring to a number of
recent reviews.24–32 A largely explored example of this CG
approach, applied to several lamellar lipid phases and able to
model cell membranes, is the Martini model developed by
Marrink et al.33,34 Using this approach, some attention has
been devoted to low-hydration phases, as characterized by
reverse micelles of dipalmitoylphosphatidylcholine (DPPC)
and 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
(POPC).35–37 Van Oosten38 and Khalid39–41 introduced CG
models for the outer membrane of Gram-negative bacteria
using the Martini representation. Similarly, Nangia42 used an
analogous representation to model lipid A bilayers from
different bacteria. More recently, Ayappa and co-workers devel-
oped a CG model of peptidoglycan.43 A recent CG model para-
metrized to reproduce reference results for bilayers and able to
show non-lamellar phases of lipid A from Pseudomonas aerugi-
nosa (Pseudomonas) and IV-A at low levels of hydration has
been described by two of us.44

In this study, we report novel nano-compartmentalized
supramolecular structures obtained by self-assembly of lipid A
bilayers at low levels of hydration. Lipid A bilayers are ubiqui-
tous constituents of Gram-negative bacterial outer membranes.
The first experimental studies of the phase behaviour of lipid
A date back to the 1990s: Brandenburg and co-workers made
several efforts to disentangle the phase diagram of lipid A
derived from different sources and under different experi-
mental conditions.45,46 By employing the pioneering small-
angle X-ray scattering (SAXS) experiments, they discovered that
the phase diagram of lipid A is particularly rich and is charac-
terized by the presence of lamellar and non-lamellar phases
with different symmetries and arrangements.45,46 The com-
plexity of supramolecular self-assembled structures, coupled
with the limits of available techniques, strongly limited the

formulation of more robust and comprehensive hypotheses
regarding the aggregate morphologies, such as the hypoth-
esized presence, at low levels of hydration, of coexisting lamel-
lar and non-lamellar phases. Thanks to a combination of
hybrid particle-field (hPF) MD simulation47,48 and SAXS, we
herein report a detailed description of the morphology of lipid
A assemblies from Escherichia coli (E. coli) and Pseudomonas
under low-hydration conditions, which have unveiled new,
ordered, and previously unrecognized nano-compartmenta-
lized supramolecular structures.

Methods
hybrid Particle-Field (hPF) simulation method

This section serves as a brief introduction to the hPF
approach. The main advantage of the hPF method is the huge
reduction in the computational cost for the calculation of non-
bonding interactions, which is the most expensive part of a
standard MD simulation. This is possible because the non-
bonded pair interactions are replaced by the evaluation of
forces between a single molecule in an external potential field.
In fact, the main feature of the hPF method is the derivation
of the partition function of a single molecule in an external
field and the obtaining of a suitable expression for the external
potential Vk(ri) and its spatial derivatives. A complete deri-
vation of Vk(ri) starting from the partition function is given in
ref. 49. It can be demonstrated that the density-dependent
external potential can be written as:

X
i

VðriÞ ¼ kBT
X
i

X
K′

χKK′ ϕK′ ðriÞ þ
1
κ

X
K

ϕKðriÞ � 1

 ! !

ð1Þ
where the index K identifies the system components. The
interaction term χKK′ is the mean field interaction parameter
between a particle of type K with the density field of particles
of type K′. ϕK(ri) is the density field of the species K at position
r, κ is the compressibility term, and kB is the Boltzmann con-
stant. T is the temperature of the system. Considering a simple
mixture of two-component , A and B, the mean field potenten-
tial acting on a single particle A at position r is:

VAðrÞ ¼ kBT χAAϕAðrÞ þ χABϕBðrÞ½ � þ 1
κ

ϕAðrÞ þ ϕBðrÞ � 1ð Þ: ð2Þ

Then, the force acting on particle A at position r is:

FAðrÞ ¼ � @VAðrÞ
@r

¼ �kBT χAA
@ϕAðrÞ
@r

þ χAB
@ϕBðrÞ
@r

� �

� 1
κ

@ϕAðrÞ
@r

þ @ϕBðrÞ
@r

� � ð3Þ

Bridging the particle and field models is necessary to
obtain a smooth coarse grained density function directly
from the particle positions. To this aim, a mesh-based
approach able to give the density derivatives needed for the
force calculation is used. Further details about the deri-
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vation of eqn (2) and the implementation of the hPF
approach are reported in ref. 49–52. Details about the
OCCAM code used to perform all the hPF simulations in
this work are reported in ref. 50.

Electrostatic interaction treatments in the hPF approach

The electrostatic interactions between charged particles are
evaluated through an electric field E – the field that depends
on the spatially inhomogeneous distributions of charge
densities.51,53 The E-field can be represented by dividing the
simulation box (L1, L2, L3) into N1 × N2 × N3 cells (Nα = number
of cells in the direction Lα for α = 1, 2, 3). The location of
lattice points is given by l = l1L1/N1, l2L2/N2, l3L3/N3, where lα is
an integer number 0 ≤ lα ≤ Nα.

The total Coulomb energy can be written as:

E ¼ 1
2

X
i

qiψðriÞ ð4Þ

where q is the reduced charge and ψ(r) is the electrostatic
potential. Collecting the contribution over i-th particles gives
us ψ(r):

ψðrÞ ¼ kbTlB
X
n

X
j

qj
r � rj þ n
�� �� ð5Þ

The outer sum over n is a sum, with periodic boundary con-

ditions, over the vectors n – n1L1 + n2L2 + n3L3. lB ¼ e2

4πε0εrkBT
is the Bjerrum length and e is the elementary charge. The
terms ε0 and εr are the vacuum permittivity and the relative
dielectric constant of the medium. The ψ(r) can be split into
two contributions, long and short ranges by using the Ewald
summation:

ψSðrÞ ¼ kBTlB
X
n

X
j

qjerfcðα r � rj þ n
�� ��Þ

r � rj þ n
�� �� ; ð6Þ

ψLðrÞ ¼
X
m=0

ψ̂LðmÞ exp ðim � rÞ ð7Þ

The term ψ̂L on the right hand of eqn (7) is the long-range
contribution of the electrostatic potential in the reciprocal
space. Considering the Gaussian distribution of charge
density, it is possible to solve the Poisson’s equation in the
reciprocal space and to obtain ψ̂LðmÞ :

ψ̂LðmÞ ¼
4πkBTlB exp � m2

4α2

� �
Vm2

XN
j¼1

qj exp ð�im � rJÞ ð8Þ

where V is the box volume and m = 2π(m1L1* + m2L2* + m1L1*).
Lα* are the conjugated reciprocal vectors defined by the
relationships Lα*·Lβ = δαβ; α,β = 1, 2, 3.

The long-range contribution of the electrostatic potential at
the lattice point of the special position (l) can be written, by

using the discrete Fourier transform (DFT), in the following
way:

ψLðlÞ ¼
X
m=0

ψ̂LðmÞ exp ðim � lÞ

¼
XN1�1

m1¼0

XN2�1

m2¼0

XN3�1

m3¼0

ψ̂LðmÞ 2πi
m1l1
N1

þm2l2
N2

þm3l3
N3

� �� �

¼ F�1 CFðQÞ½ � l1; l2; l3ð Þ
ð9Þ

where Q is the charge density at lattice points and F(Q) is the
DFT. F−1 is the inverse DFT.

In the spirit of the hPF approach where only mean field
parameters are applicable, the short-range electrostatic inter-
actions (usually considered as pairwise interactions in stan-
dard MD) can be evaluated in the following way. Using the
Flory–Huggins approach for the lattice model, it is possible to
evaluate the χe parameter for the short-range part of electro-
static interactions:

χe ¼
z

kBT
2uCC′ � uCN þ uC′ N

2

h i
¼ zlBerfcðασÞ

σ
ð10Þ

where z is the coordination number (z = 6 for a 3D cubic
lattice), while uCC′, uCN, and uC′N are the pairwise short-range
electrostatic energies between a pair of adjacent lattice sites
(uCC′ = kBTlBerfc(ασ)/σ), where σ is related to the diameter of
particles. The terms uCN = uC′N = 0 for lattice sites are occupied
by one particle with (e) and the other one being neutral. The
short-range part of the electrostatic potential ψS(l) can be
obtained from the density field using the equation:49

ψ SðlÞ ¼ χeQðl1; l2; l3ÞkBT ð11Þ

hPF coarse-grained (CG) lipid-A models

The models of lipid A used here are based on a recent CG
model44 validated to reproduce, against an all-atom reference
model, the lamellar phase of a mixture of lipid A and water.
Particularly, the area per lipid, membrane thickness and mass
density profiles, which are fundamental properties to charac-
terize the lamellar-like phase, are qualitatively and quantitat-
ively reproduced by the hPF CG model. Additional details of
the CG model, including the mapping scheme for both lipids
A, bonded and non-bonded interaction parameters and details
about sample preparation are reported in the ESI.†

Computational details

hPF-MD simulations were performed using the OCCAM MD
software50 modifying the more recent optimized version able
to efficiently handle large-scale systems54 including the evalu-
ation of electrostatic interactions as implemented by some of
the authors in the GALAMOST code.53 A time step of 0.03 ps
was used for all simulations. The NVT ensemble with a temp-
erature T = 300 K, kept constant by using the Andersen ther-
mostat55 with a collision frequency of 5 ps−1, was used for all
systems. A constant mesh size of l = 0.57 nm was used for all
simulations. The density field was updated every hundred time
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steps. Both the density update time and the mesh size were
chosen to give a good reproduction of the reference atomistic
simulations, as reported in our previous works.44,56–60 The
composition of all simulated systems is reported in Table S4 of
the ESI.† hPF-MD simulations started from homogeneous mix-
tures obtained by randomly placing all the species (lipid-A,
water, and counter-ions) in the simulation box. Systems have
been prepared under the experimental conditions of lipid and
counterion concentrations. Divalent counterions (Ca2+) have
been added to assure electroneutrality.

Results and discussion

The processes governing the self-assembly of the homogeneous
mixtures were simulated until equilibrium structures were
reached. The equilibrium conditions were confirmed by the
behaviour of the intermolecular particle-field potential, initially
decreasing and then oscillating stably about a constant value,
and by the formation of stable structures (Fig. 1). The equili-
brated morphology of lipid A from E. coli (see the snapshots in
Fig. 1) shows a stable supramolecular structure formed approxi-
mately at 5 µs with a highly organized and periodic structure.

With the aim of obtaining experimental data to confirm
these results, a suitable quantity of purified lipid A was
required for SAXS characterization, a step that has hitherto
proved to be a serious bottleneck for these kinds of studies.
Therefore, we isolated and purified LPS from E. coli and
Pseudomonas. Briefly, the LPS was exhaustively purified using
an iterative chromatography and ultracentrifugation cycle, and
afterwards, the purified lipid A was obtained by mild acid
hydrolysis of the LPS, exploiting the acid lability of the linkage
between the Kdo monosaccharide, the first sugar of the sac-
charide portion of the LPS and the glucosamine of the lipid A
backbone. In this way, following centrifugation, a suitable
quantity of lipid A was obtained. Further details about the LPS
purification are reported in the ESI.†

The SAXS profiles of both E. coli and Pseudomonas lipid A
under the same conditions as employed in the MD simu-
lations were acquired. Sample preparation and the experi-
mental conditions used for the measurements are reported in
the ESI.† The computed and experimental SAXS profiles (see
Fig. S5 in the ESI†) were comparable in the range from
0.05 Å−1 to higher values of q. In particular, the two Bragg-like
peaks at ∼0.08 and ∼0.16 Å−1 were well reproduced. The inten-
sity decay, and on the other hand, the local minimum at
∼0.05 Å−1, due to the limited system size of the simulated
system (17 nm cubic box length), were absent in the calculated
profile.

From these results, it can be argued that the characteristic
periodicity of the 3D compartmentalized structures obtained
from the simulation could be of the same order of magnitude
as the periodicity of the simulation box. To overcome this
limitation, large-scale systems were simulated. In particular, a
double-sized box (more than 430 000 beads) was obtained for
both systems (lipid A from E. coli and Pseudomonas) by repli-
cating the system in all three directions. Long simulations
were then performed, where the non-bonded particle-field
potential time evolution was used to check that the equili-
brium state had been reached. Thanks to the intrinsically
faster dynamics of the hPF method61–66 and its computational
efficiency,54,67 the equilibrium structures of lipid A were
gained in approximately 6.5 × 108 MD cycles. Considering a
dynamic speed-up factor of ∼5, the total simulated time corre-
sponded to ∼0.1 ms.61 In Fig. 2, the time evolution of the self-
assembly process and the equilibrium configurations reached
by both lipid A systems are shown in a sequence of snapshots.
Similar morphologies were found for both lipid A systems at
equilibrium (Fig. 2), showing a well-defined multi-lamellar
pattern for E. coli and Pseudomonas. Minor morphological
differences arising from the two assemblies were essentially
ascribed to defective lamellae located in regions where lamel-
lae adhere to each other.

Fig. 3 shows the measured SAXS profiles for the two
systems (circular points) compared against those calculated by
averaging molecular configurations obtained from large-scale
MD simulations (continuous lines, systems of 34 nm box
length). The intensity (I) of the calculated profiles has been
shifted to make comparison with the measured ones easier.
The SAXS comparison clearly shows that E. coli and
Pseudomonas possess similar patterns, in agreement with the
similarities found in the morphologies obtained from the MD
simulations, suggesting that the modelled systems were repre-
sentative of their experimental counterparts. In the range of q
values accessible to the simulations, the main features of the
computed SAXS profiles reproduce the measured patterns
extremely well. Particularly, from the SAXS profiles shown in
Fig. 3, it can be seen that there is a similar decay of I(q) in the
range of q values 0.003–0.05 Å−1 for both E. coli and
Pseudomonas; this behaviour is well reproduced by the calcu-
lated profiles. Two main peaks, at q = ∼0.008 and q =
∼0.16 Å−1, characterize the E. coli and Pseudomonas meso-
structures. Both peaks can be attributed to a lamellar structure

Fig. 1 Time evolution of the hPF potential
P
i
VðriÞ for Escherichia coli.

Representative snapshots from hPF MD trajectories are included in the
figure to show the formation of equilibrium morphology. ri is the posi-
tion of the i-th particle in the system.
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of approximately 8 nm spacing (see Fig. S4 in the ESI†). This is
compatible with the multiplicity of the observed structures
contributing to the complex morphologies; for example, a
periodicity of ∼10 nm characterizes the packing of the largest
oblate vesicle in the y direction (see Fig. 4B and E). Moreover,
molecular organization on the scale of 8–10 nm is compatible
with the dimension of non-spherical shapes (Fig. 4B and D) or
with the sizes of adjacent multiple layers (Fig. 4C and D). An
additional peak at ∼0.11 Å−1 is clearly visible in the E. coli
profile, while it is less evident in the case of Pseudomonas.
Considering the strong asymmetry of the first structure peak
arising from the convolution of two separated peaks, this
signal would be considered to be a hallmark of a multiphase
structure, with coexisting lamellar and non-lamellar meso-

Fig. 2 (A) Sequence of snapshots showing the time evolution of the
self-assembly of lipids A (Pseudomonas and Escherichia coli) reaching
the equilibrium morphology. (B) Chemical structure of lipids A simulated
in the present work.

Fig. 4 (A) Equilibrium supramolecular structure of lipid-A including the
water molecules (in light blue). Representative snapshots of E. coli (C
and E) and Pseudomonas (B and D) in different orientations. Water mole-
cules are omitted for clarity. CG beads of lipid A heads are reported in
yellow and red, while the hydrophobic tails are reported in black. (F)
Classification of the water aggregates confined in the compartments
formed by the lipid-A condensed phase. Two views of the representative
water aggregate type are reported next to the semi-axis lengths (a, b, c)
and the volume (V) of the aggregate. On the panel left side, graphical
representation of semi-axes is reported. The volume of each aggregate
is estimated assuming an ellipsoidal shape and by using the equation V
= 4/3π × a × b × c. Numbers in brackets have the meaning of standard
error. Distribution of semi-axis lengths are reported in the ESI.†

Fig. 3 Comparison between the calculated and measured SAXS profiles
for: E. coli (left side) and Pseudomonas (right side). SAXS profiles from
MD simulations are computed by time averaging the last 3 µs of the
simulated trajectory of both lipid-A assemblies. Error bars of the calcu-
lated SAXS curves are reported as the coloured area.
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phases.45 Even this fine detail is well reproduced in the simu-
lated profile, which correctly describes the entire set of experi-
mental SAXS curves. This highlights that MD simulations are
key to structurally resolving such systems, which historically
were investigated only experimentally by means of small-angle
scattering methods.46 The amount of disorder in lipids A in
the dense phase can be qualitatively estimated by analyzing
the α exponent of a power law I(q) = qα in the MD-based SAXS
profile. Particularly, we found more than a single α exponent
characterizing decays of the intensity I(q) in different ranges of
q. In the log–log plot of Fig. 3, q regions with different α are
shown. In Table S5 of the ESI,† estimated α exponents are
reported. As can be seen from the figure, larger deviation of α
is found at very low q values, corresponding to the limit of q
accessible by the sizes of simulated systems. However, semi-
quantitative agreement of α values confirms a similar amount
of disorder in lipids A at different investigated length scales.
For simple systems of multi-lamellar lipid vesicles, composed
of concentric lipid layers, the variation in α is related to the
number of layers and their packing, as estimated from the
analytical models used to calculate the SAXS profiles.68,69 In
particular, as the number of layers increases and the multi-
lamellar vesicles become more densely packed, the exponent α
approaches −4.68 It must be stressed that those models were
developed for simple systems quite different from the con-
ditions of high lipid concentrations and low hydration levels
investigated in this study. However, we found comparable α

values (from −3 to −4) in the range of q values 0.003–0.05 Å−1,
which were found to be rich in compact nanostructures of the
order of 10–20 nm in size.

Looking at the equilibrium morphologies of the lipid-A
phase from the hPF-MD simulations, we observe a rich collec-
tion of densely packed compartments of different shapes and
sizes in which the hydrophilic heads of lipids A (in yellow) are
in contact with the confined water molecules inside the cavity
(Fig. 4A). We found large compartments that can have prolate
or oblate shapes, both with the largest length of the order of
∼16–24 nm (see Fig. 4B–E). Quasi-spherical nanocompart-
ments, with a diameter of ∼10 nm, fused with other adjacent
ones have also been found and are shown in the snapshots of
Fig. 4B–E. The stacking and dense packing of all these hydro-
phobic compartments are clearly visible in the lateral view of
all reported snapshots in Fig. 4B–E. A way to identify and clas-
sify the different compartments is to extract geometrical infor-
mation from the aggregates of water molecules confined in
each of them. Once water aggregates were identified and iso-
lated, the directions of minor, medium, and major axes of
each aggregate were detected by using the principal com-
ponent analysis (PCA).70 Using PCA, we calculated the three
eigenvectors and the corresponding eigenvalues of the covari-
ant matrix for the particle positions. The eigenvector with the
largest eigenvalue corresponds to the basis vector of the major
axis direction, while basis vectors in the minor axes are
obtained from the other two remaining eigenvectors. Because
we are considering only water CG beads, the axes detected
from PCA correspond to the inertia axes of water aggregates.

The lengths of inertia semi-axes are used as geometrical
descriptors to classify the water aggregates and the corres-
ponding hydrophilic compartments. In total, 150 different
configurations taken from the last microsecond of both
hPF-MD simulations (E. coli and Pseudomonas) were used to
calculate the three semi-axes (a, b, and c) and the volume of
the aggregate (in Fig. S6 of the ESI,† distributions of a, b, and
c lengths are reported). According to the ratios between semi-
axis lengths, we identified three shapes (oblate, prolate and
quasi-spherical) and four sizes of the water aggregates. In
Fig. 4F, representative configurations of the aggregates (P1–P4)
and their geometrical characteristics are reported. As can be
seen, the volume (V) of the nano-compartments ranges from
about 750 to 1800 nm3. Overall, this result represents a new
milestone in the physicochemical investigation of lipid-con-
densed mesophases. The perfect agreement between simu-
lated and experimental data, where SAXS and simulated curves
overlap in the investigated region, allows for the first time to
completely reveal the organization of lipid A under low
hydration conditions, which was previously unrecognized.
The importance of this result is multifold: first, the correspon-
dence between the simulated and experimental SAXS spectra
provides a clear validation of the lipid A meso-structures
obtained for the first time from the MD simulations, opening
up new perspectives on the investigation of lipid A phase
behaviour by means of computational techniques; second, it
suggests that the lipid A phase under the conditions of low
hydration could be characterized by richer and more complex
mesophases than those hypothesized so far.45,46 Finally, it
reveals a completely new arrangement of lipid A under low
hydration conditions, previously unknown and/or unrecog-
nized. This completely new, highly organized, structure opens
up new perspectives for several biological strategies, such as
the so-called bottom-up approach employing synthetic biology
in order to implement cellular functions in synthetic
systems.3,4

Conclusions

Our study has shown, for the first time, how self-assembly of
glycolipids derived from bacteria under some conditions can
lead to nano-compartmentalization. The compartmentalized
structures were characterized by a combination of MD and
SAXS studies. The proposed molecules and their self-
assembled nanostructures have great potential for use as tools
in synthetic biology applications for several reasons. First,
these systems are derived from natural and renewable sources,
and fermentation plant technologies can enable them to be
prepared via suitable scale-up schemes. Second, the large
degree of ‘natural’ variability among such molecules, furn-
ished by a multitude of different microbes, makes them very
flexible tools for synthetic biology.

Further studies are planned, aimed at understanding, in a
systematic way, the role of lipid chemical structures, the con-
current presence of synthetic or natural surfactants, and the
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effect of ionic strength on the resulting self-assembled
nanostructures.
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