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sts with deep generative models
and computational data. A case study for Suzuki
cross coupling reactions†

Oliver Schilter, *ab Alain Vaucher, ab Philippe Schwaller ‡b

and Teodoro Laino ab

The need for more efficient catalytic processes is ever-growing, and so are the costs associated with

experimentally searching chemical space to find new promising catalysts. Despite the consolidated

use of density functional theory (DFT) and other atomistic models for virtually screening molecules

based on their simulated performance, data-driven approaches are rising as indispensable tools for

designing and improving catalytic processes. Here, we present a deep learning model capable of

generating new catalyst-ligand candidates by self-learning meaningful structural features solely from

their language representation and computed binding energies. We train a recurrent neural network-

based Variational Autoencoder (VAE) to compress the molecular representation of the catalyst into

a lower dimensional latent space, in which a feed-forward neural network predicts the corresponding

binding energy to be used as the optimization function. The outcome of the optimization in the latent

space is then reconstructed back into the original molecular representation. These trained models

achieve state-of-the-art predictive performances in catalysts' binding energy prediction and catalysts'

design, with a mean absolute error of 2.42 kcal mol−1 and an ability to generate 84% valid and novel

catalysts.
1 Introduction

The need for better and more sustainable catalysts is one of the
biggest problems facing the chemical industry. Cross-coupling
reactions are a typical example of a chemical reaction scheme
used to make C–C bonds.1 They are so widely adopted in
industrial applications that a more sustainable, cheaper, and
more selective homogeneous catalyst would have a signicant
socio-economic impact. In particular, the Suzuki–Miyaura
cross-coupling reaction has gained popularity due to its mild
reaction conditions, high tolerance towards a variety of func-
tional groups and commercial availability and stability of
reagents.2 In this reaction scheme, catalysts play a crucial role
and the development of new or improved ones is always a topic
of greatest interest, which has recently been addressed by
favoring data-driven approaches over exhaustive searches.3

Some approaches, such as high-throughput screening (HTS),
are experimentally driven strategies for catalyst searches. In
HTS, a large selection of catalysts, reactants, and solvents are
03 Rüschlikon, Switzerland. E-mail: oli@

-Catalysis (NCCR-Catalysis), Switzerland

tion (ESI) available. See DOI:

antonale, 1015 Lausanne, Switzerland.

–735
screened in an automated fashion (oen carried out on a highly
robotized synthesis platform) to nd a better-suited catalyst or
the best-performing reaction conditions.4,5 Because testing all
possible combinations of a relatively small set of reactants,
solvents and catalysts leads to an exponential increase in the
complexity and numbers of experiments, these campaigns are
typically limited to only a few tens of catalyst candidates. Other
approaches, such as machine learning, are becoming indis-
pensable tools for a large number of in silico tasks, such as
molecular design,6 virtual screening,7 reaction prediction,8

retrosynthesis,9–14 experimental protocol inference,15,16 dataset
curation17 or atommapping.18 In today's world, any strategy that
aims to design new molecules or catalysts will inevitably involve
some form of machine learning.

The eld of molecular design comprises a number of
generative machine learning models, including Variational
Autoencoders (VAEs),19 Generative Adversarial Networks
(GANs),20 and ow neural networks.21 Each of these approaches
is combined with a variety of molecular representations.
Gómez-Bombarelli et al.6 demonstrated the generative power of
VAEs in combination with a chemical structure representation
such as the Simplied Molecular Input Line Entry System
(SMILES), while almost concurrently Jin et al.22 presented
a junction tree VAE using molecular graphs as the input
representation.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 The volcano plot of the oxidative addition energy (red) with the
target energy range (green) and the dataset energy distribution (blue).29

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

pr
il 

20
23

. D
ow

nl
oa

de
d 

on
 7

/2
5/

20
24

 8
:3

8:
03

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
The main drawback of SMILES strings is that they are strictly
structured language representations of a molecule, leading
oen the exploration process to invalid sequences. Kusner
et al.23 introduced context-free grammar in the SMILES
language, leading to an improved validity of generated mole-
cules. Instead, Krenn et al.24 developed a new string-based
molecular representation called SELFIES (SELF-referencIng
Embedded Strings). The SELFIES representation ensures that
every string corresponds to a semantically valid molecule. While
these recent improvements may have addressed the represen-
tation challenges for small organic molecules, their applica-
bility in the eld of homogeneous catalyst design, where the
general emphasis is on organometallic complexes, is still
a daunting task. In fact, bothmolecular representations SMILES
and SELFIES were not created with organometallic complexes in
mind. There is no consistent way to represent the bond between
the metal center and the ligands, which leads to severe incon-
sistencies in training data sets. The lack of organometallic
molecules in training data for existing pre-trained models6,23,24

and the use of inconsistent representations of catalysts are the
primary causes of inadequate chemical space coverage in
generative models for the design of catalysts.

In recent years, there has been a breakthrough in the
application of machine learning to the problem of optimizing
catalysis, also thanks to the availability of computational data.

In the eld of heterogeneous catalysis A. Ishikawa25 used
DFT to calculate the turnover frequency (TOF) of Rh–Ru
surfaces. This dataset was then used to train GANs which were
able to successfully generate new promising surfaces with
higher predicted TOFs than found in the training data. In the
eld of homogeneous catalysis, Denmark et al.26 developed a set
of catalyst descriptors to represent the enantioselectivity of
asymmetric N,S-acetal formation. They successfully used these
descriptors to predict the ee-ratio with a support vector machine
and utilized them in combination with a feed-forward neural
network trained on only low ee reactions to predict accurately
highly enantioselective catalysts. Friederich et al.27 used DFT to
calculate the H2-activation barrier for 2574 Vaska's complexes,
and used these data to train surrogate models to have faster
predictions while explaining the uncertainty of the prediction
with Gaussian process models. Laplaza et al.28 used genetic
algorithms to effectively screen a predetermined space of cata-
lyst ligands, avoiding the exhaustive combinatorial screening of
all possible ligands. Meyer et al.29 showed how combining DFT
and machine learning leads to a reliable regression model that
can predict the binding energy between the metal center and
the ligand, which was then used together with the Sabatier
principles and volcano plots,30 to determine if a ligand–metal
combination is catalytically active. In a subsequent step, they
used this trained model to screen commercially available
ligands and transition metals as potential new catalysts. Their
method enabled them to successfully identify 557 promising
catalyst candidates, including 37 based on the earth-abundant
transition metal Cu instead of the more expensive and
commonly used metals Pd and Pt. A more comprehensive list of
not only machine learning based approaches for catalyst design
can be found in the literature.31,32
© 2023 The Author(s). Published by the Royal Society of Chemistry
Here, we build on the work of Gómez-Bombarelli et al.6 to
introduce a VAE generative model for the task of developing
potential new catalysts with an application to the Suzuki cross-
coupling reaction. The models were trained on a data set by
Meyer et al.29 including structural and DFT binding energies.
We chose a variational autoencoder as a generative model with
the main difference compared to a vanilla VAE that we added
a separate neural network as a predictor for the binding ener-
gies. In essence, this neural network predicts the catalyst
oxidative addition energy using as input the latent space
representation. The use of the predictor network allowed us to
improve the mean absolute error in inferring binding energies
(2.42 kcal mol−1) over previous approaches29 (2.61 kcal mol−1).
We also demonstrated that the use of the predictor network
helps to better organize the latent space of the VAE, enhancing
its efficacy in the design of new catalysts. In addition, we
employed multiple sampling strategies of the latent space to
design catalysts with tailored reaction energies. The trained
models and generated catalyst are available at https://
github.com/GT4SD/gt4sd-core.
2 Methods
2.1 Suzuki cross coupling descriptor

Meyer et al.29 demonstrated that the reaction energy associated
with oxidative addition of the substrate with the transition
metal complex is a viable descriptor for mapping the thermo-
dynamics of the catalytic cycle in Suzuki cross-coupling reac-
tions. Based on the Sabatier principle, this oxidative addition
energy has an optimum region, where the substrate neither
binds too strongly nor too weakly with the transition metal
complex. This single energy value can be used as a metric to
estimate the activity of homogeneous catalysts using molecular
volcano plots (see Fig. 1). Rather than computing the full kinetic
prole, simply predicting the reaction energy with the corre-
sponding target range of −32.1 to −23.0 kcal mol−1 (based on
the theory of volcano plots) serves as a target property to
condition the generative models.
Digital Discovery, 2023, 2, 728–735 | 729
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Fig. 2 VAE architecture made of three models: an encoder which
condenses the inputted catalyst representation into the latent space,
a decoder which reconstructs the representation from the latent space
and a property predictor which predicts the energy from the latent
space.
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2.2 Data set

Meyer et al. assembled a database consisting of 25 116 transi-
tion metal complexes as reported in ref. 29. This was achieved
by combining 91 ligands Lx with six transition metals M (Ni, Pd,
Pt, Cu, Ag, and Au) with the L1–M–L2 structural motif (where L1–
M–L2 is identical to L2–M–L1). The ligands were chosen to cover
the most commonly used chemical groups for Suzuki cross-
coupling ligands. Meyer et al. used DFT to compute the binding
energies for a selected subset consisting of 7054 catalyst struc-
tures (see ESI Fig. S.1 for details†). They used this subset to train
and validate their ML approach. The remaining 18 064 catalysts
that were screened for their suitability have only ML estimated
energies associated with them. We used only 7054 molecules
and their DFT energy to train, validate and test our generative
models. The remaining 18 064 catalytic complexes were
excluded from the current study. The subset was mostly char-
acterized by Pd metal complexes (2595 complexes), with the
remaining 4459 structures distributed among ve other tran-
sition metals (Pt, Ag, Au, Cu and Ni).
2.3 Molecular representation

We used both SMILES33 and SELFIES24 line notations to repre-
sent catalyst molecules. The former is a widely adopted repre-
sentation in cheminformatics and the latter is a recently
developed string representation for molecules that, in contrast
to SMILES, guarantees that every string corresponds to a valid
molecule. SELFIES should have, at least theoretically,
a substantial advantage over SMILES since every sequence of
SELFIES tokens is guaranteed to correspond to a chemically
valid molecule. The two ligands and metal center were repre-
sented as individual molecules and separated by the commonly
used “.” token. Additionally, a few research groups34,35 demon-
strated the benet of augmenting string representations for
improving the predictive performance. Since two different
SMILES or SELFIES strings can represent the samemolecule, we
can leverage the different representations of the same mole-
cules as training augmentation strategies. The augmentation is
performed with the RDKit36 function MolToSmiles(doRandom
= True). Each of the two ligand molecules is converted into
a random SMILES string and aerward assembled back to form
an augmented catalyst. This random generation can be done n
times for the same molecule, which leads to what we call “n-
augmentation” for each catalyst in the training data. The
conversion of these augmented catalysts SMILES into SELFIES
will also form augmented SELFIES. The SMILES and SELFIES of
the catalysts were augmented 0, 8, and 16 times to build 6 data
sets. It should be noted that the data augmentation step is done
aer splitting the data into training and testing sets to guar-
antee a fair evaluation of a model's performance.
2.4 Machine learning architecture

Our VAE19 architecture is made out of three neural networks: an
encoder, a decoder, and a property predictionmodel (see Fig. 2).
The encoder is made of recurrent neural network cells and takes
the tokenized input representation (i.e. SMILES or SELFIES) and
730 | Digital Discovery, 2023, 2, 728–735
condenses it into an embedding space of smaller size, oen
referred to as latent space dlatent. The decoder acts on the
compressed representation to reconstruct the original inputted
sequence. The third model, the property predictor, takes the
latent space as an input and is a feed-forward neural network
that predicts the target property, in our case the reaction energy.
A more detailed description of the architecture can be found in
ESI Fig. S.4.† All three models are trained simultaneously. By
forcing the input data through this latent space bottleneck, the
data are compressed. Furthermore, the simultaneous embed-
ding of the target reaction energy leads to a reorganization of
the latent space. The conversion of a discrete input molecule
representation into a continuous latent space allows the use of
gradient-based optimization procedures for searching the
latent space to generate new catalyst candidates.

The training objective of a VAE19 differs from standard
autoencoders in the added Kullback–Leibler Divergence (KLD)
loss term to regularize the latent space. It minimizes the KL
divergence between the approximate posterior and the standard
normal distribution N ð0; 1Þ. The overall evidence lower bound
(ELBO), which is the training objective, is:

logpqðxrzÞ$Lðq;f; x; zÞ ¼ Eq*ðzrxÞ½logpqðxrzÞ�
� bDKL

�
qfðzrxÞkpðzÞ

�
(1)

The rst term is the reconstruction loss of the decoder [log
Pq(xjz)] representing the reconstruction from the latent variable
z and is parameterized by q. The second term is the KLD
between the encoder output (parameterized by f) and a stan-
dard normal distribution, DKL(q4(zjx)kp(z)) . This loss is scaled
by a variable b according to the literature37 from b = 0 to b = 0.1
over 100 epochs. We added to the general VAE ELBO loss, the
mean square error of the property prediction model.
3 Results & discussion
3.1 Reconstruction and predictive performance

The training on the original dataset of 7054 catalysts was done
by performing a random 90% vs. 10% split. The molecules were
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Models' predictive and generative performance

Representation Aug
Validity
[%]

Novelty
[%]

Predictor MAE
[kcal mol−1]

Predictor MSE
[kcal mol−1]

Predictor max
error [kcal mol−1]

Predictor
R2

SMILES 0 49.69 45.54 2.43 14.83 26.02 0.974
SMILES 8 30.85 75.42 2.48 15.84 34.14 0.972
SMILES 16 31.91 73.71 2.73 18.11 32.34 0.968
SELFIES 0 90.86 63.87 2.42 15.02 30.28 0.973
SELFIES 8 88.94 94.49 2.53 16.49 35.68 0.971
SELFIES 16 90.22 94.00 2.73 18.43 32.70 0.967
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tokenized, and the models were trained for 300 epochs with
a batch size of 200. The checkpoint used to evaluate the model
was the epoch with the lowest validation error. We report more
details on training progression in ESI Fig. S.4.† To benchmark
our approach ability to predict the oxidative energy for each
dataset (0, 8, and 16 augmented SELFIES or SMILES) a VAE with
a predictor was trained simultaneously. As seen in Table 1, the
best performing model regarding the predictive ability is the
VAE trained on the non-augmented SELFIES. With a mean
absolute error (MAE) of 2.42 kcal mol−1, it surpasses the two
best performing models of the original publication, which are
based on the Bag of Bonds (BoB)38 and Spectrum of London and
Axilrod–Teller–Muto potential (SLATM)39 representations of
molecules (MAE is 2.61 kcal mol−1 and 2.73 kcal mol−1

respectively). Additionally to the VAE, a benchmark random
forest with a Morgan ngerprint representation of the catalyst
was trained and achieved a performance of MAE = 2.87 kcal
mol−1 (see ESI Fig. S.8†). This demonstrates that a string-based
representation is sufficient to learn the underlying energy
prediction better than the original 3D representations.

3.2 Latent space organization

We encoded the entire data set into its latent representation to
investigate the effect of the predictor neural network on the
structure of latent space. Principal component analysis (PCA)
was used to better understand and visualize the latent space.
The same data set (SMILES 0 augmentation) was used to train
two different VAE models, differing in the status (activated/
deactivated) of the property predictor neural network. The PCA
was done to reduce the dimensionality from the original 32
Fig. 3 If the predictor is activated (left) the PCA of the latent space revea
without a predictor (right) is not structured based on the energy values.

© 2023 The Author(s). Published by the Royal Society of Chemistry
dimensions to the rst two principal components for ease of
plotting on a 2D graph (see Fig. 3). The color encoding of each
data point with its corresponding energy value reveals visually
a clear trend in the latent space. Fig. 3 shows that the model
with an active predictor groups together catalysts with similar
energy values compared to the one without. We calculate the
absolute energy difference, as well as the Euclidean distance in
the latent space (see eqn (2)) between each point according to
the formula

dðp; qÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp1 � q1Þ2 þ ðp2 � q2Þ2 þ/þ ðpn � qnÞ2

q
(2)

where n is the number of latent dimensions, and p and q are the
encoded molecules' latent representations. We used the
Euclidean and the energy difference to calculate the Pearson
correlation, which can be used as a measure of the organization
of the latent space.

The addition of the property prediction models improves the
correlation from 0.02 to 0.69 and therefore will align two points
with similar binding energies in a similar region of the latent
space. The model with no predictor aligns the molecules
depending on their chemical nature in general and will group
together chemically similar molecules. To prove this concept,
the Morgan ngerprint40 (RDKit36 implementation with a length
of 2048 bits was used) of each molecule is computed. This
allows the calculation of the Tanimoto similarity metrics (eqn
(3)), a commonly used metric to describe how similar a mole-
cule is in its chemical nature:

SðA;BÞ ¼ jAXBj
jAWBj ¼

jAXBj
jAj þ jBj � jAXBj (3)
ls a trend from right to left based on the energy values while the model

Digital Discovery, 2023, 2, 728–735 | 731
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Fig. 5 Over one hundred generated molecules, the optimizer reaches
an acceptable loss in ten steps.
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In the equation, A and B are the ngerprint vectors of molecule
A respectively B, jA X Bjdenotes the size of the intersection (the
positions equal to 1 in A and B), and jA W Bj denotes the size of
the union. The metric is bound between 0 and 1, where 1
denotes identical molecular ngerprints and 0 indicates no
similarity.

We calculated the Euclidean distance and the Tanimoto
similarity between each combination of points. The average
chemical similarity between all catalysts in the data set is 0.16,
while the average chemical similarity between the 10 closest
neighbors of each point in the latent space is 0.55 for the model
with a predictor and 0.59 for the model without. This result
indicates that the models learn to group chemically similar
molecules in the latent space.

To evaluate the information density in the latent space, we
calculated the Shannon information entropy of each dimen-
sion.41 The concept, introduced into generative models by
Dollar et al.,42 can be used to investigate if any of the latent
dimensions suffers from a posterior collapse, which would
correspond to an average entropy value of 0. In such a case,
a model learned to ignore this dimension for storing informa-
tion about molecules. The reconstruction loss term would be
ignored and the model aligns this dimension to a normal
distribution which satises the KLD loss term. ESI Fig. S.11†
shows that in every trained model all dimensions are
meaningful.
Fig. 6 Generated catalyst candidates: (A) pyridine based ligands in
combination with the precious metals Pt and Pd and (B) a selection of
Cu based catalysts with phosphine and pyridine based ligands. (C) An
example for a valid but most likely not synthesizable molecule and (D)
a non-novel generated molecule which is part of the training data.
3.3 Generation of molecules

3.3.1 Sampling between molecules. There are multiple
strategies to generate new molecules. One of our approaches is
based on sampling with equally spaced points along a line in
the latent space between two given molecules. Each point in
Fig. 4 Spacing between two specified molecules (1 and 8) leads to a transformation of the ligands and the metal center. The shift from themetal
center from Ag to Pd can be seen. All the points 2–7 are novel generated catalysts not found in the training data.

732 | Digital Discovery, 2023, 2, 728–735 © 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 (Left) The distribution of the functional groups in the SELFIES model, where phosphines are the dominant functional group and (right) the
number of generated functional groups in the generated molecules of each metal individually.

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

pr
il 

20
23

. D
ow

nl
oa

de
d 

on
 7

/2
5/

20
24

 8
:3

8:
03

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
between these two starting points can be decoded into its
molecular representation and its energy predicted. When
plotted in the PCA space, the sampled points reveal the imposed
linear relationship between the starting molecules (see Fig. 4).

3.3.2 Gradient descent optimization. The continuous
nature of the latent space and the differentiability of the
predictor neural network allow us to use gradient-based opti-
mization to search the latent space efficiently to nd an ideal
new catalyst. The optimizer we choose for searching the latent
space is a stochastic gradient descent-based optimizer imple-
mented in Pytorch.43 It optimizes the loss rypredict − ytargetr,
where ypredict is the predicted energy value of the latent point in
question and ytarget =−27.55 is the middle of the plateau region
of the volcano plot. The optimizer is initialized with a normal
distributed randomly generated latent point ðN ðmlatent; slatent

2ÞÞ
and has a learning rate of 0.2. We generated 100 molecules with
the objective to select an appropriate number of optimization
steps. On average the optimizer already reaches a loss of ypredict
= 1.21 ± 0.95 kcal mol−1 in 10 steps which is sufficient to
guarantee that all generated molecules lay in the plateau region
of the volcano plot, as seen in Fig. 5. The combined training of
the predictor model with the VAEs and the resulting structuring
of the latent space are benecial to optimization. When
compared to a model where the predictor was trained separately
from the VAE (see ESI Fig. S.12†), we can see that the simulta-
neously trained model requires signicantly fewer optimization
steps and has a lower standard deviation.

We then generated 10 000molecules using all SMILES as well
as the SELFIES models. We analyzed the generated catalysts for
their validity and their novelty or prior existence in the training
data. For the exact methodology, we refer to ESI Fig. S.7.† It can
be seen that all SELFIES models have a comparatively higher
validity as expected by the inherent design of the SELFIES
languages. To be a valid molecule, a generated sequence
requires two ligands (both valid based on RDKit36 chemical
validity) and exactly one metal center. In rare occasions, the
SELFIES VAE generates a sequence containing only padding
tokens, duplicate metal centers or with one ligand only. This
explains a validity lower than 100% in the generated SELFIES.
The generated catalysts of the best performing (highest novelty)
© 2023 The Author(s). Published by the Royal Society of Chemistry
SELFIES and SMILES models were analyzed. Their chemical
structures were inspected to identify the presence of certain
functional groups: phosphine, N-heterocyclic carbene and
pyridine, selected by popularity in the training data. The anal-
ysis revealed that the best suited functional group is phosphine
followed by pyridine for both the SELFIES model (see Fig. 7) and
SMILES model (see ESI Fig. S.14†) In terms of transition metals,
the optimizer favors Pd metal reecting the same distribution
as the training data. Group 11 metals in the periodic table
overall tend to be weakly binding, especially in the case of Ag
and Au metal complexes. Nevertheless our model can efficiently
generate Cu-based catalyst candidates, which are promising
leads for more earth-abundant Suzuki catalysts. We report in
Fig. 6B a few examples of Cu-based designed catalysts. The
analysis of functional group fractions for each metal indicates
a distinct preference for phosphine ligands, particularly in the
case of Pt, Pd, and Cu based complexes (as shown in Fig. 6A).
Additionally, pyridine ligands are also found to be favored,
albeit to a lesser extent than phosphine ligands. It should be
noted that models suffer also from some limitations such as
generating non-novel molecules or chemically valid molecules
that are most likely not synthesizable. Another limitation is that
the model only considers the catalyst itself, it doesn't include
any assumptions about the reaction conditions (such as solvent,
bases, additives, temperature), which play a key role in the
catalytic activity of the Suzuki-coupling. The fact that we don't
encode the binding site implicitly can lead to a non-determined
binding site in generated molecules since multiple functional
groups acting as binding sites can be present. Even with these
limitations we believe that the generative capabilities of these
models are a powerful addition to the toolbox of chemists to
nd new catalysts. All models have beenmade publicly available
through a new generative model library (GT4SD) that eases the
training and use even for non-experts.
4 Conclusions

Using a recurrent neural network-based Variational Autoen-
coder (VAE) and a feed-forward neural network, we demon-
strated that string-based catalysts' representations outperform
Digital Discovery, 2023, 2, 728–735 | 733
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3D descriptors in the generation of new catalyst ligands with
oxidative binding energies deemed suitable for Suzuki cross-
coupling reactions. We identied by dimensionality reduction,
correlation, and entropy calculations that the latent space is
meaningfully organized and does not contain any unused
dimensions. We explored the latent space built on SELFIES with
the use of gradient-based techniques, generating over 8574 out
of 10 000 novel and valid catalysts. All models are made avail-
able through a generative model library (GT4SD) that will
simplify training and use for non-experts, with the hope that
this work will facilitate the replacement of more sustainable
materials in current catalytic processes.
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