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The degree of crystallinity in cellulose significantly affects the physical, mechanical, and chemical properties of

cellulosic materials, their processing, and their final application. Measuring the crystalline structures of cellulose

is a challenging task due to inadequate consistency among the variety of analytical techniques available and

the lack of absolute crystalline and amorphous standards. Our article reviews the primary methods for

estimating the crystallinity of cellulose, namely, X-ray diffraction (XRD), nuclear magnetic resonance (NMR),

Raman and Fourier-transform infrared (FTIR) spectroscopy, sum-frequency generation vibrational spectroscopy

(SFG), as well as differential scanning calorimetry (DSC), and evolving biochemical methods using cellulose

binding molecules (CBMs). The techniques are compared to better interrogate not only the requirements of

each method, but also their differences, synergies, and limitations. The article highlights fundamental principles

to guide the general community to initiate studies of the crystallinity of cellulosic materials.
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1. Introduction

Societal awareness and governmental regulations are steering
the world towards a sustainable bio-economy through opti-
mized exploitation of natural resources.1–5 Thus, biomaterials
based on cellulose, the most abundant global biopolymer and
one of the most important polysaccharides, are gaining signi-
ficance and importance.6,7 Cellulose occurs primarily as the
major component of plant cell walls in a hierarchy of structures
(Fig. 1A). It is present as a high molecular weight linear-chain
polymer containing three hydroxyl groups per glucose residue
unit.8 An extended shape arises from the preferred torsion
angles about the C1–O and O–C4 bonds of the b-(1 - 4)-glycosidic
linkage.9 These linear (i.e., unbranched) macromolecules

comprise 1000–10 000 b-glucose residues (the correct descriptor
of the repeating unit of cellulose is a glucose residue, which
is often confused with anhydroglucose and sometimes with a
cellobiose repeating unit).10–13 The shape of the cellulose
chains allows them to closely approach each other and their
hydroxyl groups form extensive intra- and intermolecular
hydrogen bond networks. Further, the most common shape,
that of a flat ribbon, also permits van der Waals forces and
C–H� � �O hydrogen bonds to form.14 Together, these forces
result in various ordered crystalline arrangements (Fig. 1B).15

The hydrogen bonds augment the stiff and straight chain
nature of the cellulose molecules. Another critical factor is
the presence of the C6 primary alcohol group adjacent to the
linkage.16
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The forces also organize the chains in parallel arrangements
of crystallites, which are the elements of the secondary struc-
ture of native cellulose fibrils and cellulose fibres.11 Cellulose
fibres are typically composed of nanofibrils with lengths of
several micrometers and diameters ranging from 2 to 20 nm,
where the cellulose crystallites are linked to each other by
amorphous cellulose domains.11 Eight different crystalline
allomorphs, referred to as cellulose Ia, Ib, II, IIII, IIIII, IVI, IVII

and X, have been identified using different techniques, with Ia
and Ib being the naturally occurring or native crystalline forms.
Cellulose II has also been discovered in rare examples of
algal17,18 and bacterial cellulose19,20 but more typically results
from treatments with strong NaOH in the laboratory21,22

(mercerization) or dissolution and regeneration, as in the
industrial production of rayon. The other forms are mostly of

scientific interest, although there is commercial interest in
cellulose IIII which results from treatment of cellulose I with
amines.

Carl von Nägeli first discovered the ordered arrangement of
cellulose fibrils in 1858 using polarized light microscopy,23

which was later confirmed by X-ray diffraction (XRD) patterns
of ramie24 in 1926. This was more than a decade after the first
diffraction pattern of cellulose was recorded in 1913, just a year
after the technique itself was discovered.25–27 The 1926 paper
proposed the polymeric nature of cellulose, but had 1,1 and
4,4 linkages instead of the 1,4 linkages known today. A correc-
tion to the linkages soon followed along with changes in the
unit cell axes. This resulted in a structure with the correct basic
nature, but left un-resolved issues of whether the two molecular
chains of the unit cell had parallel or antiparallel packing.
Another question left to the 2000s era was the orientation of
the rotatable C6–OH group. The cellulose molecules aggregate
to adopt crystalline fibrils with well-defined shapes, sizes and
crystal allomorphs.26 The nature of these crystal structures,
their interaction with the surrounding molecules and their
further assembly into higher order structures to form long
slender fibres profoundly affect the overall properties of cellu-
losic materials. Therefore, an understanding of cellulose crys-
tallinity is one of the most important requisites because
crystallinity affects the physical, mechanical, chemical, and
morphological properties of cellulose and its surface inter-
action with the surroundings and hence its use in a wide range
of applications including, but not limited to, biomedicine,
textiles, and electronics.28–34

The crystallinity index (CI) is commonly used to measure the
relative amount of the crystalline fraction of cellulosic materials
and to quantify their modification following a variety of physico-
chemical and biological treatments.8,31,35–40 This parameter is
based on a two-phase model of the material – namely a crystalline
phase and an amorphous phase. This may or may not be
the most correct understanding. An alternative would be to

Fig. 1 (A) Hierarchical structure of cellulose and (B) different crystalline forms of cellulose.

Lucian A. Lucia

Lucian Lucia is Professor and
Director of The Laboratory of
Soft Materials & Green Chemi-
stry at NC State University. He
maintains appointments in Bio-
medical Engineering, Chemistry,
and Forest Biomaterials, while
serving as faculty in the Fiber &
Polymer Sciences program. He
received his PhD in physical
organic chemistry from the Uni-
versity of Florida with Professor
Kirk Schanze, served as a
postdoctoral fellow at the NSF

Center for Photoinduced Charge Transfer at the University of
Rochester with Professor David Whitten, and is a Fellow of the
Royal Society of Chemistry. His research includes biopolymer
functionalization, green chemistry reactions, and sustainable
materials characterization.

Chem Soc Rev Review Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

ug
us

t 2
02

3.
 D

ow
nl

oa
de

d 
on

 7
/1

7/
20

25
 3

:1
7:

31
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/D2CS00569G


6420 |  Chem. Soc. Rev., 2023, 52, 6417–6446 This journal is © The Royal Society of Chemistry 2023

consider crystallinity based on the size, not perfection, of
the crystals in the sample. Smaller crystallites would be more
like amorphous material in the sense that they have a larger
proportion of surface molecules than large crystallites and
therefore faster reactivity. Rather than having just two distinct
phases, amorphous and crystalline, the actual situation could
be more of a continuous variation in the molecular order.
In naturally deposited cellulose structures, this is a somewhat
less attractive view, as the biosynthetic mechanisms are
thought to generally create the fibrils very repetitiously.

The CI (often called CrI) is simply the percentage of the
crystalline phase that is present. In native cellulose, the non-
crystalline or amorphous materials are thought to be located on
the surfaces of the cellulose elementary fibres as well as
between the crystalline regions as indicated in Fig. 1A. The
primary evidence for the interruption of the crystalline regions
along the elementary fiber axes is the ‘‘leveling-off degree
of polymerization’’.41 Namely, hydrolysis in 2 N HCl at 80 1C
rapidly reduces the molecular weight until it stops dropping so
rapidly. Also, the crystallite length is much shorter than the
initial molecular weight.42 Some NMR studies have indicated
that the surface molecules on the cellulose crystallites have
different structural details from those in the interior, and the
surface molecules are expected to be less ordered based on
computational molecular dynamics studies.

Several techniques have been used to measure the CI,
including X-ray diffraction (XRD),21,26,36,43–51 nuclear magnetic
resonance (NMR) spectroscopy,44,52–57 Fourier transform (FTIR)
infrared spectroscopy,44,45,49,55,58,59 Raman spectroscopy,55,60

sum frequency generation (SFG) vibration spectroscopy,61,62

differential scanning calorimetry (DSC)63 and enzymatic cellu-
lose binding molecules (CBMs).64 However, a common feature
of all these techniques is that the crystal disorder and complex
heterogeneous nature of the components in lignocellulosic
biomass lead to issues in interpretation for most established
methods estimating cellulose crystallinity.26,60

The amorphous and crystalline structures in cellulose have
been found to govern its chemical and enzymatic reaction
kinetics.65–67 Therefore, the measurement of CI has become
crucial to ascertain cellulose structure, which consequently
would help to design experimental conditions to achieve the
desired properties of the final products for different applica-
tions. In light of this, our present review assesses the available
techniques to measure cellulose crystallinity and establishes
basic governing principles of XRD, NMR, IR, Raman, SFG
spectroscopy, DSC thermogram, and CBM methods and their
applications for cellulose structure characterization. The first
part performs an individual analysis of each technique, includ-
ing working principles, capabilities, and limitations. The latter
section provides a comprehensive comparison among techni-
ques and elaborates on the idea of the lack of an absolute
method for measuring cellulose crystallinity. It also discusses
the use of diffractograms and spectroscopic techniques comple-
menting each other to measure cellulose crystallinity. In all cases,
the review introduces fundamental principles and the application
of different techniques for the measurement of cellulose

crystallinity. These enabling techniques can help us better
evaluate the structure of cellulosic materials, but they also have
their limitations and pitfalls in applications if not undertaken
with judicious care and attention.

2. X-Ray diffraction (XRD)
2.1. XRD fundamentals

The phenomenon of diffraction by crystals is based on the
concept that a crystal effectively has infinite repetition of a
small geometric unit in three dimensions. A small parallele-
piped, the unit cell, contains all the atoms and their three-
dimensional arrangement to permit the crystal to be generated
along three linear axes by simple translation. It is not required
to have intact atoms or molecules within the unit cell. For many
crystalline substances, the atoms and molecules only become
whole when the unit cell is repeated. In Fig. 1B, for example,
the unit cells, indicated by the white, red, and green lines,
could be cut out from the paper and moved along the unit cell
boundary lines to create the rest of the crystal. A simple
inorganic or metallic unit cell may only have atoms at the
corners of the unit cell, but organic molecules generally will not
be able to have such a simple arrangement. These unit cells
have, over the years, been described under several conventions
as to whether the angles among the axes at the cell origin are
obtuse or acute and which axis, x, y, or z, should correspond
to the molecular axis in the case of a polymer like cellulose.
Our review will consider the z-axis (the c unit cell dimension) as
the molecular axis, with the shorter of the other two axes being
x, and all three axes being related by the ‘‘right-hand rule’’.
Crystal symmetry also plays a role; the triclinic P1 cell used
herein is as published by Nishiyama et al. for cellulose Ia.68 The
remaining space groups for neat cellulose are all monoclinic
P21 (P1121 indicates the unique c-axis) with the obtuse mono-
clinic angle g being between the a- and b-axes.

In the earliest decades of diffraction crystal structure stu-
dies, it was not properly understood that a polymer could fit
in the small unit cells indicated by the diffraction data. For
example, the longest dimension of a cellulose unit cell is
approximately a nanometer, while a polymer of the glucose
molecule would be many times that long. The quandary was
resolved by understanding that the observed unit cell dimen-
sions along the molecular axis were the predominantly
repeated unit and there were so few ends, that the additional
H atom and OH group at the ends of the molecule would not be
detected by the experiment.

Once a proper context of the unit cell is established, the
concept of crystal planes can be discussed. These planes are
useful for the identification of the various peaks on a diffrac-
tion pattern. For example, the (200) plane intersects the a-axis
at one half its length; the ‘‘2’’ in ‘‘200’’ represents the reciprocal
of one half. The reciprocals of the other two ‘‘Miller indices’’
are infinity, indicating that the (200) plane never intersects the
b- or c-axis. Another important plane in cellulose crystallinity is
often the (1%10) plane, which intersects the a-axis one unit away
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from the origin of the unit cell. It also intersects the b-axis at
one unit away in the negative direction from the origin (Fig. 2).
The (%110) and (1%10) planes are equivalent, but the convention is
to list the negative Miller index value on the b term. Another
important plane in cellulose, the (110) is shown in Fig. 2.

X-Ray diffraction (XRD), being a powerful non-invasive ana-
lytical technique for characterizing crystalline materials, can
provide information on structures (3-D spatial representations
of the molecular structure), phases, crystal orientations, crystal-
linity, and other structural parameters such as average grain

size, strain, and crystal defects. The very first applications of
XRD techniques used polychromatic X-rays which produced
‘smeared’ diffraction patterns.27 This issue was later resolved
by using monochromatic sources that resulted in distinct
diffraction peaks from what are termed ‘planes of reflection’
in Fig. 2. Although the peaks result from diffraction planes, the
Miller indices for planes are enclosed in parentheses, but the
peaks of a diffraction pattern are not. That convention is often
ignored, however. Distinct XRD peaks are produced by coherent
interference of a monochromatic beam of X-rays which are
scattered by atoms in periodic lattice planes in a sample.69 The
atomic positions within the unit cell contribute to the peak
intensities – often called the lattice and molecular transforms.
It is also important to note that the diffraction pattern observed
is then a combination of two transforms – the lattice and the
molecular transforms. Therefore the intensities contain infor-
mation about the relative atomic positions and thus about the
shapes of the molecules at those lattice positions. Only crystal
lattices can have planes that in turn have Miller indices; it is
never appropriate to refer to the Miller indices of amorphous
materials.

The diffraction of X-rays by crystal planes shows how lattice
spacings are formed in the plane using Bragg’s law (nl =
2dhkl sin y) as illustrated in Fig. 3A. Here, n is an integer called
the order of the reflection, l is the wavelength of the X-rays
used, d is the characteristic spacing between the crystal planes
of a given specimen and y is the incident angle of light (X-ray
beam). By measuring the angles, y, under which the construc-
tively interfering X-rays leave the crystal, the interplanar spa-
cings, dhkl, of these planes can be determined. In the case of
cellulose powder diffraction, however, the peaks from the
various planes are mostly overlapped and such determinations
are more difficult. Fig. 3B shows the schematic of a typical XRD

Fig. 2 The cellulose Ib unit cell and surrounding molecules with the
crystal (200) and (110) planes. The planes extend the entire dimensions
of the crystal and are found for each unit cell. The chemically repeated unit
of cellulose is the glucose residue. In neat cellulose crystals the two-fold
(or pseudo-two-fold) symmetry results in a crystallographic repeat dis-
tance that includes two glucose residues. Other cellulose structures have
different repeat distances.12

Fig. 3 Schematic representation of (A) Bragg’s law and (B) XRD instrumentation set up typically used for powder diffractometer determinations of the
crystallinity index of cellulose.

Chem Soc Rev Review Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

ug
us

t 2
02

3.
 D

ow
nl

oa
de

d 
on

 7
/1

7/
20

25
 3

:1
7:

31
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/D2CS00569G


6422 |  Chem. Soc. Rev., 2023, 52, 6417–6446 This journal is © The Royal Society of Chemistry 2023

Bragg-Brentano (reflection) set up used for a powder diffracto-
meter, where X-ray diffraction results from planes that satisfy
the Bragg condition.

Again, in the first forty years of X-ray diffraction studies, the
X-ray peaks were detected on photographic film. If the sample
was a bundle of aligned fibres, the recorded pattern was a
two-dimensional array (a ‘‘fibre pattern’’) that furnishes more
information about the structure. See, for example, the diffrac-
tion patterns for tunicate cellulose or highly crystallized cellu-
lose II published by Nishiyama, Langan, and Chanzy and
by Langan, Nishiyama, and Chanzy.56,70 For many samples,
however, especially nanocellulose and wood pulp, it is more
convenient to use powder diffraction. Unfortunately, that
results in a substantial loss of information, particularly as it
is important to capture as many intensities as possible to get an
accurate structural analysis. The XRD part of our review is
focused on powder diffraction with a powder diffractometer,
which is distinct from flat plate or 2D diffraction studies.
(2D data of various types can be converted to 1D data typical
of powder diffractometers with software.)

Since the discovery of XRD, its non-invasive nature and
relative accessibility have made it a ubiquitous technique for
studying the crystallinity of cellulosic materials.2,15,64,71–77 The
diffraction pattern for cellulose displays several intensities
typically superimposed on a broad background. The ‘‘broad
background’’ is composed of environmental scatter (air scatter,
sample holder, shot noise,78 etc.). There is also inelastic or
Compton scattering that goes into the background as well as
other wavelengths that get through the filter that removes K
beta radiation. However, XRD requires a certain minimum
crystallite size to consider a fraction in a solid as being crystal-
line, in which the width of the peaks in the diffractograms is
known to be inversely proportional to the lateral width of the
crystallites.79,80 Thus, in cellulosic materials, the crystalline
peaks get broader for smaller sized crystallites.69 The material’s
surface also affects the crystallinity in XRD analysis. Though
the surface atoms have greater mobility, and a lower degree of
order compared to the bulk of the crystallites, they are captured
as crystalline material during the XRD measurements. This is
also the case for minor defects within crystalline regions that
are too small to be detected as regions of molecular disorder.71

So, it is worth noting at this point that not all disorder can be
accurately determined for cellulosic samples, if the scale of this
disordered material is sufficiently small.

As previously mentioned, the crystallinity index (CI) has
been used to describe the relative amount of crystalline mate-
rial in cellulose. It is calculated as the contribution of the
crystalline portion of the material relative to the combined
areas of the crystalline and amorphous regions.55 Several XRD
techniques have been proposed to determine the CI. In this
sense, comparing literature data for cellulose crystallinity is
challenging due to the lack of standard methods. However,
the most widely applied XRD methods for studying cellulose
crystallinity are Segal peak height, peak fitting (also referred
to as peak deconvolution), and amorphous subtraction.15,71

However, there is a substantial amount of Rietveld crystallinity
work being currently undertaken which is very attractive
because it can consider all of the inputs to a diffraction pattern
in a physically relevant manner. Although intellectually satisfy-
ing, it is however noted that the Rietveld method has been
widely applied to inorganic materials (e.g. ceramics and metals)
that make better crystals and provide more diffraction data.
Even in their application to these materials that form much
larger crystals, issues regarding ‘‘accuracy’’ of fit, and thereby
calculations of peak intensity do occur. The theoretical impli-
cations behind each method, as well as limitations, are dis-
cussed in the following sections. Comparing the different
techniques will elucidate how CI values change with different
methods and enable an understanding of the simplest and the
most widely used XRD method to measure the CI of cellulosic
materials.

2.1.1. The Segal peak height method. The Segal peak
height method was developed by Segal and coworkers to
measure the change in the crystalline content of cotton cellu-
lose I following chemical or mechanical treatment.50 This
method was developed for rapid comparison of the crystallinity
of cellulose samples determined using the relatively new-at-the-
time X-ray powder diffractometer.36,81 The height of the 200
peak located between the scattered angles of 2y = 221 to 231
represents the sum of the crystalline and amorphous compo-
nents, and the amorphous-only component is represented
in this empirical method by the intensity at the minimum of

Fig. 4 The XRD pattern for Avicel PH-101 showing three methods of crystallinity determination: (A) background-corrected Segal peak height method,
(B) peak fitting (peak deconvolution) method using Voigt functions for fitting five crystalline peaks and the relatively broad amorphous contribution,14,66

and (C) the amorphous subtraction method where a ball milled amorphous sample is used as a reference15,71 (adapted from and used with permission
from ref. 15. Copyright Springer-Nature, 2010). Note: the authors of the original drawing in ref. 15 opted to use the convention of b as the unique axis,
rather than the typical c-axis convention for polymer diffraction that is used here. Thus, the original peak labels were 101, 10%1, 021 and 120, 002, and 040.
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about 181 between the 110 and 200 peaks, shown in Fig. 4A. The
reasoning was that there are no significant crystal lattice peaks
expected at 2y = 181, so all intensity must arise from amorphous
scattering. Segal’s exhaustively ball-milled cotton samples had
a maximum at this same point, so all the intensity there was
attributed to the amorphous content. The amorphous scatter-
ing, indicated in Fig. 4C, does not decrease much as it goes
under the 200 peak, so the net crystalline material was indi-
cated by the height of the 200 peak (I200) – the intensity at 181
(IAM). Thus, the equation of Segal et al., expressed in the
nomenclature of this review, is

Crystallinity index (CrI) = 100 � (I200 � IAM)/I200 (1)

Fig. 4A indicates a background line, and the heights of I200 and
IAM are measured from that line. In fact, Segal recommended
against using a background correction and given his equip-
ment and technology, it was perhaps a reasonable choice.
Because of the variation in modern instrumentation and
sample holders, it is preferable to make such a correction.
Environmental background is not amorphous scattering from
the sample, so it seems reasonable to us to record a blank run
and subtract it from the experimental sample data. This applies
to other XRD methods as well. Admittedly, the subtraction of a
blank is controversial in the powder diffraction community.
A sure sign that something is wrong would be finding that the
intensity values of the corrected pattern sometimes fall below
zero. Other methods of background correction are problematic
as well. Computed routines in several diffraction software
packages draw lines that connect the minima and then algor-
ithmically pull the minima down to the line of zero intensity.
These methods are completely unsuited to cellulose because
the observed minima are actually the intensities of broad
overlapping peaks that result from small crystals. Because of
such differences in the chosen approaches, care should be
taken when replicating approaches without reference to the
original work. This is noted with reference to the work of
Çetin et al.10

A major advantage of the Segal method is its simplicity.
It could be easily used on the paper chart output from the early
diffractometers; no computers were needed (or otherwise avail-
able). However, there are numerous criticisms of the Segal
method in the literature. Despite its simplicity, some research-
ers misapply the Segal method by taking the 1%10/110 peak
(Fig. 4A) height to represent the amorphous fraction, whereas it
is the trough height that must be used. Of course, that is not
Segal’s fault. A major intrinsic fault is that it assumes that all
the intensity at the 181 point (modern work finds the minimum
closer to 18.61) is from amorphous scattering and none of it
arises from the overlap of the broad peaks that result from the
small crystallite sizes of cellulose. Because of peak overlap,
calculated patterns for perfect but small crystals (e.g., a size
similar to cotton crystallites) would only be 90% crystalline,
and an experimental sample will never give a value of 0%
crystallinity because I200 and IAM would have to be identical.
Another little-mentioned defect in the assumptions is that
samples can suffer from non-random orientation of the

crystallites, based on the sample preparation and placement
in the X-ray beam. Situations with preferred orientation of the
crystallites place a particular plane with respect to the incident
X-ray beam and therefore exaggerate those intensities, chan-
ging the ratio of I200 to IAM despite identical crystallinity.
Preferred orientation is especially prevalent in samples of
bacterial cellulose as well as nanocellulose that is dried in
various ways.

High-end diffractometers often have spinning sample
holders to assist with randomization of the crystallite orienta-
tion, but they will not generally solve all such problems. For
example, samples of fibers cut to very short lengths still tend to
lie down in the plane of the sample holder. Spinning the
sample will make sure that the pattern does not suffer from a
secondary orientation of the fibres. The fibres will be directed
uniformly in 3601. However, a third type of orientation can still
arise. Namely, the crystallites might be rotated about their long
axes in a particular orientation. Spinning sample holders do
not deal with the first or the third type of preferred orientation.
It is good practice to do this anyway for all samples since the
beam size may sample regions of a supposedly random sample,
but local orientation effects may occur. This approach is not
only valid for the Segal method, but also for all powder XRD
approaches. Of course, complete characterization of the sample
would include information on the extent of preferred orienta-
tion. In any case, such effects can result in invalid crystallinity
measurements if not taken into consideration, and the Segal
method cannot easily deal with them.

Segal’s method is empirical and was not developed to
compare samples of different nature, but rather to quantify
differences among a single set of samples.15,71 Therefore, Segal’s
method is better suited to study relative changes in crystallinity
resulting from exposure of a sample to different treatments and
not for estimating absolute values of crystallinity and amorphous
fractions in cellulosic materials.2

2.1.2. The peak fitting, peak area, or peak deconvolution
method. Peak deconvolution accounts for the observed pattern
by fitting the visible peaks of the XRD pattern plus an addi-
tional broad peak (or peaks) to account for the amorphous
material, as shown in Fig. 4B.82 Sometimes Gaussian,83 Voigt,84

or Lorentzian85 peaks will be inserted at the expected positions
based on the known unit cell dimensions. During optimization
of the peak parameters with curve-fitting software, their sum
will be adjusted to match the experimental pattern.

As many as five crystalline peaks indexed 1%10, 110, 012/102,
200, and 004 are often considered while using Gaussian and
Voigt fit functions. The peaks indexed 1%10, 110 and 200 are
clearly visible in most cellulose samples, whereas the 012/102
overlapped reflection might appear as a shoulder; however,
these peaks might overlap with each other and could not be
resolved so distinctly for some samples, e.g., bleached eucaly-
ptus.84 Another diffraction peak is often visible at approxi-
mately 34.51 which gives a somewhat broad peak indexed as
004 although it is a composite of several neighbouring peaks.47

The Voigt (often the pseudo-Voigt) function has been used to fit
the five peaks generated in the diffractogram of cellulose
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samples. Fig. 4B is a typical example of such a fit. However, four
crystalline peaks indexed 1 %10, 110, 200, and 004 might be used
when a Lorentzian fit function is applied since the 012/102 is
difficult to resolve as it appears as a shoulder in the diffracto-
gram. The crystallinity index is calculated from the ratio of the
area of all crystalline peaks to the total area using the equation

CI ¼ Acr

Asample
¼

Ð 2y2
2y1

Icrd2y
� �
Ð 2y2
2y1

Isampled2y
� � (2)

where CI is the crystallinity index, Acr is the area of all the
crystalline peaks, Asample is the total area of the sample, Icr is the
integral sum of the intensities of the crystalline peaks, and
Isample is the sum of the intensities of all the diffraction space.
The amorphous contribution is typically modeled by the inser-
tion of a very broad peak somewhere between 181 and 211,
using one of several choices in either general peak-fitting
software or software more dedicated to XRD work. In a notable
effort, Nishiyama et al.86 studied ball-milled samples of numer-
ous cellulose and related molecules with diffraction and found
extreme similarities among them. They created a Fourier series
expression for the amorphous contribution that was refined
with MATLAB software. That expression was then used with
PeakFit software for studies of cellulose crystallinity.

Because more peaks are considered than in the Segal
method, a possible advantage of the peak fitting method is
that it could more safely be used to compare the crystallinity
index of different samples. Concern has been expressed that
the peak area method does not account for all the factors that
contribute to peak broadening, including crystalline disorder,
crystallite size and non-uniform strain within the crystal.84

Other work had indicated that crystallite size is the dominating
factor.87 Another problem is that the pattern cannot be resolved
into many narrow diffraction contributions as the cellulose
intensities are very broad with overlapping peaks.84,88,89

While the Segal method has an intrinsic fault, i.e., assuming
that all the intensity at the 181 intensity minimum in Fig. 4A is
from amorphous scattering, problems with peak deconvolution
are more practical. The first is that there are many smaller
peaks that are not considered. This is shown very clearly by
patterns calculated assuming crystallites large enough to give
very sharp peaks (see Fig. 5).47 When the size is 100 nm or more
the peaks that contribute to the crystalline intensity become
visible but when the modeled crystallites are realistically small,
these peaks blend into what is often mistaken for background
or amorphous scattering. Thus, these smaller peaks in the
higher 2y range give a reasonable basis for that broad but low
intensity. No observed or calculated intensity is shown in that
area of Fig. 4B despite its presence in 4A. This indicates that the
intensity in that region has been subtracted as background, as
done in ref. 82. In that work, the authors mention that ‘‘a
detailed and rigorous treatment would include a full descrip-
tion or the amorphous background.’’ As mentioned above, it is
important to not equate ‘‘amorphous scattering’’ with ‘‘envir-
onmental and intrinsic background.’’ An intrinsic limitation of

peak deconvolution is that there is no crystallographic science
used to link the intensities of the various peaks.

2.1.3. The amorphous subtraction method. Introduced by
Ruland, this method measures the crystallinity of the cellulose
sample by deducting the diffraction of an amorphous region
of a standard material from the diffraction pattern from
the sample under investigation.84 The amorphous standard is
chosen so that it matches the crystalline contribution of the
sample. Fig. 4C is a typical example of the amorphous subtrac-
tion method used to determine cellulose crystallinity where a
ball milled amorphous standard sample is used as a reference.
The scale of the amorphous component is adjusted so that the
intensities of the amorphous and experimental patterns are
equal at the 181 point that Segal assigned to IAM.

However, if the intensity of the selected amorphous stan-
dard does not match the experimental amorphous contribu-
tion, then the fitting is allowed by some workers to exceed the
experimental intensities marginally at some scattering angles
to improve the fit. The area under the amorphous contribution
and the total area of the samples are measured, and the
crystallinity is calculated using the equation

CI ¼ 1� Aam

Asample
¼ 1�

Ð 2y2
2y1

Iamd2y
� �
Ð 2y2
2y1

ssampled2y
� � (3)

where CI is the crystallinity index, Aam is the area of all the
amorphous peaks, Asample is the total area of the sample, Iam is
the integral sum of the intensities of the amorphous peaks, and
Isample is the sum of the intensities of all the diffraction space in
the sample.

A wide scattering angle from 2y1 B 131 to 2y2 B 501 is used
to calculate the area. The selection of an ideally amorphous

Fig. 5 Calculated diffraction patterns. The blue pattern for cellulose Ib
represents the default parameters in the MAUD90 Rietveld software includ-
ing a nearly infinite crystal size of 1000 Å (the incident X-ray beam has
been scaled by a factor of 20 to reach 1000 counts). To prevent excess
noise in experimental data, at least 2000 counts should be accumulated at
the maximum intensity for any report of the XRD pattern, with more being
helpful for Rietveld work. (10 000 to 100 000 is not excessive with a
modern XRD detector.) The orange pattern, which represents a moder-
ately large cellulose crystal of 60 Å diameter, was scaled by a factor of 180.
The grey line is a calculated pattern for cellulose II, except that it has a very
small crystallite size of 12 Å, representing amorphous cellulose. It was
scaled for the same incident beam intensity as the orange pattern. The
area under the amorphous pattern is 88% that of the 60 Å pattern.
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standard is very challenging which limits the use of this
method.15 Moreover, amorphous subtraction has the same
limitation as Segal’s method, which is due to assigning the
intensities to the amorphous fraction without considering
the presence of overlapping peaks. Nonetheless, ball-milled
cellulose, regenerated cellulose, and xylan or lignin powder
are widely used among several standards to fit in the measured
amorphous region.40,51 As seen in Fig. 4C, the experimental
data above 251 2y has been considered to be amorphous, except
for the point near the 004 peak. A test that should be applied to
results from both the deconvolution and the amorphous sub-
traction results is to plot just the pattern that results from what
is considered as the crystalline material. Here, the subtraction
would just be the amorphous from the experimental, and for
deconvolution, it would be the sum of all the crystalline peaks
at each 2y step. If the data had been corrected for environ-
mental background, then the removal of amorphous data from
the pattern should result in an ideal pattern that can be
compared with ideal patterns for crystallites of a given size.
Alternatively, calculated ideal patterns can be analyzed by the
selected method to check for 100% crystallinity.

2.1.4. The Rietveld method. The Rietveld method91 is
another way to determine cellulose crystallinity. Although first
intended for determining the atomic positions for materials
that could not grow crystals large enough for single crystal
methods, it has tools to compensate for multiple phases
(crystalline and amorphous) and sample texture (aspects such
as crystallite size and preferred orientation). Application of
these tools gives a report on the difference between the sample
and an ideal structure. The analysis starts with an ideal XRD
pattern based on a reliable previous determination of x, y, and
z atomic coordinates for a sufficiently similar structure.91,92 The
ideal way to view the Rietveld analysis is that the analyst is
presented with a calculated, ideal diffraction pattern. This
pattern is initially defined as having an infinite size and
perfectly ordered crystals, randomly oriented particles of sphe-
rical shape, and unit cell dimensions and atomic coordinates
similar to those of the sample. The experimental pattern is
placed on the same 2y coordinate axis, and the calculated
pattern is adjusted by least squares fitting of variable para-
meters. For example, the unit cell dimensions must be varied
because it is well known that the peak positions, especially for
cellulose, will not be exactly correct otherwise.93 Of course, the
height of the pattern will need to be scaled to match the
experimental data, and even if a blank run is subtracted for
removal of environmental background, an additional quadratic
background correction may be needed. The crystallite size is
related to the width of the peaks to a first approximation by the
Scherrer equation and is another obvious variable.80

There are several lessons in Fig. 5, which shows, in blue,
the ideal pattern that might greet the user at the start of the
Rietveld calculation. The first is that there are many small
peaks in that blue pattern that blur out when the crystallite size
is diminished to match an experimental pattern. Another is
that a pattern with lower peak intensities is not necessarily less
crystalline in terms of crystal perfection, but in this case, it took

nine times as many incident photons for the 200 peak on the
60 Å pattern to reach the same height as the 1000 Å pattern.

Different Rietveld software programs, widely available in
free and commercial products, have different philosophies for
handling an amorphous phase. One strategy uses a very small
crystal of the same material as a model. For cellulose, it seems
at present that a small crystal of cellulose I is not the best
approach. Instead, both cellulose II and cellulose IV structures
are used. Each can be justified. The cellulose II model is
supported by the resemblance of patterns calculated from 12 Å
crystallites (Fig. 5) to the ball-milled or quickly regenerated
samples that are regarded as amorphous models. This is not
arbitrary. Amorphous samples share the dominant orientation
of O6 with cellulose II and soaking of amorphous material in
water can result in cellulose II.94 Additionally, nanocellulose
samples can have cellulose II that is not visible on the diffrac-
tion pattern. However, if the size of the model crystal is allowed
to change during refinement, it can rise to 30 Å, indicating the
presence of cellulose II. The cellulose IV model is supported by
the finding that the primary cell wall is often composed of that
allomorph. Another approach is to use different functions
that result in a pattern resembling ball-milled or regenerated
cellulose, or to include an additional arbitrary broad peak as
needed.92 This is currently the frontier area of research.

The correct analysis of texture (crystallite size and orientation)
also affects the CI (percentages of the crystalline and amorphous
phases) of cellulose samples.95 The Rietveld method optimizes the
CI measurement by using a curve fitting method, where it
considers all the variables including the lower intensity peaks
as well. Thus, Rietveld is a complete peak area fitting method
that does not have the limitations of the simple methods
discussed above. It is worth noting that this method is well-
established for more crystalline inorganic and metallic materials.
More pertinently, the issues with obtaining an accurate fit to
diffraction data for these more crystalline materials are also well-
known, even when these materials’ patterns appear to have a
relative absence of pronounced amorphous backgrounds. Peak
fitting itself is fraught with difficulty when it comes to diffraction
patterns, especially when signal to noise and backgrounds are
considered. This is a subject which has been noted in the
literature but is often ignored in analysis. Another issue is on
the consensus of what parameter to use to quantify the degree of
fit, and the fact that an overinterpretation of small values of
commonly used parameters such as the R-factor can lead to
erroneous conclusions. Having reliable structural determinations
on a database is key to this approach, and without due care in
using these database structures, mistakes can easily be made,
e.g., the use of the wrong allomorph for a native cellulose, and the
fact that lattice distortions (seen as shifts in peak positions) can
occur for woody plant materials versus more crystalline forms of
cellulose. An over-reliance on a good fit between the refined
model and the experimental data can lead to the wrong
conclusions.

The precision of the Rietveld analysis has however been
improved by the Cellulose Rietveld Analysis for Fine Structure
(CRAFS) software which uses a crystallographic model along
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with a computational algorithm having only the variables
which are deemed to be most practical for cellulose studies
with the limited amount of information. The other advantage is
that CRAFS as well as some other Rietveld software, can also
handle 2-dimensional data where the 2-D fibre patterns, as
mentioned above, can yield much more information than the
1-D patterns discussed herein.95,96 The advantage of 2-D pat-
terns is shown in ref. 90 that compares both 1-D and 2-D
calculated patterns. The spots on a 2-D pattern fall on different
layer lines so that they are better resolved, providing a greater
number of independent data points. That work also compared
the 1-D patterns for both ideal crystallites of different sizes and
their counterparts that had been subjected to energy minimiza-
tion and molecular dynamics studies and therefore they lost
their exact periodic order. As a result of this approach, it has
been observed that many of the diffraction peaks formerly
credited to background scattering or amorphous cellulose are
actually coming from adjacent crystalline peaks.47,92 However, it is
still early to say that Rietveld can produce the most accurate and
reliable crystallinity index value for a broad range of cellulose
allomorphs due to its capacity to consider all the crystalline peaks.
However, in principle, it has much to offer if better standards are
adopted and if the pitfalls encountered for more regular materials
are considered. It is fair to say that the approach is in its infancy
for cellulose compared to more crystalline materials, and much
work is needed to ensure that robust approaches are adopted
without an over-reliance on erroneous underlying assumptions.

The biggest problem with Rietveld determination is the
limited amount of experimental data. Based on the structure
in Fig. 6b, the variation of atomic coordinates for cellulose is
futile, and simplified models of the crystallite size anisotropy
must be used. Unlike single crystal diffraction studies, the ratio
of data to variable parameters is not clearly defined for Rietveld
work on cellulose diffraction patterns.

2.2. Comparison of different XRD methods

XRD is a commonly used method to characterize the crystal-
linity of cellulosic materials. However, each of the above-
discussed methods has some limitations. One of the limita-
tions associated with the methods is the dependence of the
crystallinity index on the crystallite size.71 For fully crystalline
models, all the methods have been found to show a positive
linear correlation with the crystallite size.71 Segal CI calcula-
tions on model patterns showed a very strong, but non-linear
correlation.48 However, all the methods showed variation in the
crystallinity index as shown in Table 1. The peak fitting method
exhibits the highest variation (from the ‘Maximum Difference’
parameter), while the Rietveld method the least variation.71

From Table 1, it is also observed that the crystallinity index
measured using all the methods is less than the ideal value.
The crystallinity index measured using the Segal method is
higher than that of the other methods, and this trend has been
reported for several different cellulosic samples, as shown in
Table 2.15,51,71,97

The Segal method yields the highest values for crystallinity
indices and has been reported to show a mean error of over
20% for crystallinity values for known samples.43 In contrast,
the crystallinity indices obtained by Rietveld and peak fitting
methods for different cellulosic species have been shown to be
consistent.99 The high values of the crystallinity index of the
cellulosic samples obtained by the Segal method are thought to
be due to several reasons. The main reason is that the peaks
associated with the amorphous regions in the XRD are very
broad, and a simple height comparison ignoring the variation
in peak width cannot provide a correct estimate of the crystal-
linity index.84 Besides, the trough height also varies which is
not considered during the CI measurement. Therefore, when
the crystallinity index is measured using the Segal method
without considering the above mentioned discrepancies, it

Fig. 6 Example of a badly underdetermined structure, i.e., too many variables for the available data, that gave an excellent agreement between the
observed and calculated intensities. (A) Output from the MAUD Rietveld software. The black circles represent the experimental data, and the red line
shows the fit line for the adjusted cellulose Ib pattern. The black line is the added background needed despite the previous subtraction of environmental
background obtained with a blank run (see Fig. 7a). The black and red lines show that data before 2y = 101 were not included in the analysis. The short
vertical lines to the right of ‘‘Tunicate’’ indicate all of the peaks that contributed to the red calculated pattern. Output from the MAUD Rietveld software.
(B) However, the ‘‘refined’’ structure with variable parameters for the unit cell dimensions and atomic coordinates resulted in a physically meaningless
underlying structure. Unit cell and contents from the MAUD refinement that included atomic positions, unit cell dimensions, background, preferred
orientation, and anisotropic crystallite size, displayed with the Mercury program. The 147 variables were far too many for the limited data and the results
were non-physical.
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leads to overestimation of the intensity of the crystalline region
and hence the total crystallinity index.100–104

The calculated degree of cellulose crystallinity can also be
affected by the orientation of samples, which can be assessed
by measuring the same sample using various diffractometer
geometries, as well as the rotation of the samples already
mentioned. For example, it was found that when a medium-
density balsa sample was measured with a different geometry,
the symmetrical transmission geometry produced a crystallinity
index of 48%, whereas when the symmetrical reflection geo-
metry of the same sample was used, the measured crystallinity
index was almost 100%.2 This was due to optimal scattering of
the sample’s 200 reflection, which resulted in overestimating the
contribution from the scattering pattern.105 Thus, a symmetrical

transmission geometry yielded a higher Segal crystallinity index
for balsa. Another issue is the presence of ‘‘environmental back-
ground’’ which is independent of the sample and tends to overlap
with the diffraction pattern of the amorphous scattering contrib-
uted by a low intensity region. Therefore, the background and
amorphous scattering must be separated to get a more reliable
and meaningful crystallinity index value.39

Despite different techniques resulting in different crystal-
linity indices of the cellulosic samples, a good linear correlation
(r2

Z 0.9) has been reported between samples when their
relative difference in the crystallinity index was large.71 The
Segal method showed a linear correlation with other methods
when a single sample set was measured; nonetheless, the
linearity disappeared when various samples were measured.71

This is thought to occur because the Segal method is an
empirical method used to study relative changes within a single
sample set. The peak fitting method yields lower crystallinity
values compared to the Segal method since the peak fitting
method can give unrealistic amorphous contributions if the
fitting limits are too strict. Amorphous subtraction would also
yield a crystallinity index founded on an erroneous assumption
if an appropriate standard amorphous model cannot be used
since the standard model cannot go beyond the sample inten-
sity even if their intensities do not match in some regions of the
selected scattering angle.71 To overcome this limitation, occa-
sionally amorphous fitting is used, allowing mismatch between
the intensities of the standard model and the sample. But due
to different factors like the amorphous model, scattering angle,
background corrections, and subtraction, the amorphous
fitting model cannot be used to determine absolute values,
i.e., whether a sample is 100% crystalline or not.

The Rietveld method is emerging as a useful tool to measure
the crystallinity index of cellulose samples by XRD. The CRAFS
software analyzes the 2D diffraction pattern and generates a few
data such as unit cell parameters, crystallite size, crystalline
index/intensity, and crystallite orientation. This method could
overcome the two major limitations, such as overlapping of
diffraction peaks and preferred crystallite orientation, which
were issues with the other three techniques.95 The increased

Fig. 7 Effect of the (A) fixed slit and (B) variable slit X-ray diffractometer on the background curve and the resulting corrected intensity of a cellulose
nanocrystal (CNC) sample. Rietveld analysis software typically assumes a fixed-slit diffractometer configuration. These fixed-slit data were converted
from variable-slit data with the Malvern-Panalytical HighScore software.

Table 1 Variation of the cellulose crystallinity value based on 100%
crystalline models with different measuring techniques8,71

XRD method CI mean (%) St. dev. (%) Max. difference (%)

Segal peak height B93 3.7 10.3
Peak fitting 77–84 3.5 13.3
Amorphous subtraction 80–82 4.0 10.8
Rietveld method 0–100 N/A N/A
Ideal values 100 0 0

Maximum difference is the difference between the highest and lowest
crystallinity values.

Table 2 Crystallinity index of cellulose obtained from different sources
using different XRD methods51,71,98

Sample

Crystallinity index (%)

Rietveld
method

Segal peak
height method

Peak fitting
method

Amorphous
subtraction
method

Juniper 34–38 19–22 22–23 36
Moso bamboo 45–46 22–24 20–21 28
Hemp 75 40 49 60
Nata de coco 77 44–47 49–52 61
Spruce-pine 75–77 49–50 42–48 58
Avicel PH-102 76–82 49–53 60–65 67
Cotton linter 85–87 55–56 62–67 72.1
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accuracy was possible because the Rietveld software usually can
adjust the model pattern for preferred orientation of the
cellulose, and some software also can compensate for crystal-
lites that are anisotropic (they have different dimensions along
different axes). This allows the Rietveld method to result in a
plausibly more reliable determination of crystallinity than the
Segal height, peak deconvolution, and amorphous subtraction
techniques. However, issues exist in its application, and the
choice of amorphous standard can change the results signifi-
cantly. Scattering from various amorphous samples varies, and
so a single, invariant standard might result in an incorrect
estimation of the crystallinity index since the amorphous
nature in the sample to be tested is unknown. Proper selection
also of the standard crystallographic allomorph of cellulose is
obviously a prerequisite to obtain accurate fits to diffraction
data. While standard for most well-studied inorganic materials,
Rietveld analysis is still in its infancy in the field of cellulose
crystallinity determination and should be pursued with caution.
One way to be cautious is to introduce the variables in several
individual refinements rather than to try to refine all variables in
just one refinement. Individual variables will tend to take unrea-
listic values and should be monitored when judging the success of
the refinement.

Another factor that affects all the methods discussed above
is the intensity of the radiation on the sample at different 2y
angles. It has been observed that the calculated lines are
smooth, but the experimental lines contain noise which arises
from the photon counting statistics. The noise in the data can
be reduced when the sample is irradiated with a high intensity
beam, e.g., a rotating anode tube or synchrotron radiation, or
by counting for a longer time at each step with a conventional
diffractometer. The standard deviation (noise) for the photon
count is proportional to the square root of the number of
photons counted (the intensity). The high counts that gave very
smooth experimental data in Fig. 7 were obtained with a
conventional laboratory diffractometer with a modern detector
in a half-hour. Moreover, using fixed-slit diffractometer, a
standard method to collect the data, can produce a background
with quite a radical curvature, as shown in Fig. 7A. In contrast,
variable slits cause the radiation to hit the sample with different
intensity which produces an almost horizontal background
(Fig. 7B). Researchers should also make sure that the chosen
Rietveld software is programmed for the slit type and reduce the
impact of the environmental background by subtracting a
blank run.

XRD techniques have been widely used to determine cellu-
lose crystallinity, although it is very challenging to use these
approaches to compare the crystallinity of different samples if
identical measurement and analysis protocols are not followed.
All the diffraction peaks of amorphous and crystalline regions
must be considered for complete quantification and optimum
assessment of cellulose crystallinity. The presence of preferred
orientation can be confirmed by using different sample orien-
tations although in principle, it is not necessary as the Rietveld
software can include corrections for preferred orientation.
Though any XRD technique can provide relative crystallinity

indices of a single set of samples, it might be beneficial to use
the Rietveld method to determine and compare values for
different sets of samples because it has the capability, if applied
correctly, to produce reliable results if enough data are provided.

3. Nuclear magnetic resonance (NMR)

Nuclear magnetic resonance (NMR) ranks among the widely
used tools to measure the crystallinity of cellulose and
nanocellulose.106–112 The technique makes use of many differ-
ent instrumentation types that are available for the character-
ization of the cellulose crystallinity index.110 The crystallinity
index measured by NMR can result in more meaningful data
than those obtained by DSC or FTIR since NMR is able to detect
multiple conformations, whereas DSC and FTIR techniques
cannot determine secondary structures or domain movements.
In this sense, crystallinity measurement by NMR relates more
meaningfully to a discrete structure of cellulose.

3.1. NMR fundamentals

Nuclear magnetic resonance is based on the magnetic proper-
ties of the atomic nucleus. The resonance phenomenon occurs
at a characteristic frequency (Larmor frequency) in the electro-
magnetic spectrum when the nuclei of certain atoms are placed
in a strong magnetic field.28 The nuclei of certain atoms are
very sensitive to slight variations in the magnetic field shielding
applied by the surrounding atoms.28 Characteristic, yet slight
variations occur in the electrons when the external magnetic
field near the nucleus is modified.113 These slight variations
that occur are called a ‘‘chemical shift’’ and provide critical
information about the molecules. The information obtained
indicates the characteristics of the type of nucleus and the
atom’s position within a molecule.28,113 When a constant
magnetic field of strength B0 is applied, the polarization of
the magnetic nuclear spin splits into two energy states (2I + 1)
(Fig. 8A).28 I is the magnetic spin number and I = 1/2 is from the
atomic nucleus, where the sum of the proton and neutron
number is odd such as 1H and 13C. One of the states has the
same magnetic moment as the B0 field, and the other state has
a momentum opposite to the B0 field.114 The magnetic
moment, parallel to the external field, has a lower energy
(m = +1/2). In contrast, the magnetic moment with the anti-
parallel alignment has higher energy (m = �1/2).114 In the
presence of a magnetic field B0, the nucleus moves in preces-
sion around the applied field at an angular velocity defined by
the Larmor frequency o0 = UB0 (Fig. 8B).115,116 The constant U is
called the magnetogyric ratio and has a unique value for
different nuclei.116 When the electromagnetic waves with fre-
quency (n) irradiate the system, the precessing nuclei can
undergo a transition between the two energy states by the
absorption of energy.28 The nuclei in the lower energy state
(m = +1/2) are promoted to the higher energy state (m = �1/2).
Because of the precession resonance (n = o0) and the frequ-
encies of the applied radiation, the transition process is
defined as nuclear magnetic resonance (NMR).116 Based on

Review Article Chem Soc Rev

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

ug
us

t 2
02

3.
 D

ow
nl

oa
de

d 
on

 7
/1

7/
20

25
 3

:1
7:

31
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/D2CS00569G


This journal is © The Royal Society of Chemistry 2023 Chem. Soc. Rev., 2023, 52, 6417–6446 |  6429

the fundamentals of NMR, when a magnetogyric ratio with a
specific frequency is used to pulse the sample to a high energy
state, the atomic nucleus in the sample can give a unique signal
for the analytical spectra. The schematic of typical NMR instru-
mentation is shown in Fig. 8C.

3.2. NMR to measure crystallinity of cellulose

Cellulose exhibits limited solubility and complex chemical bonds
due to its crystallinity. Thus, NMR can be used for studying
cellulose crystallinity in addition to providing information about
bonding, functionality, and the chemical environment. 13C CP/
MAS NMR is the summation of three techniques, namely, cross-
polarization, magic angle spinning, and high-power coupling.119

Cross polarization increases the 13C intensity (as it is low because
of the low natural cluster and magnetogyric ratio) by transferring
magnetization from the proton to the carbon. The adaptation of
the proton–carbon polarization (CP) method has been found to
solve the weak signal problem by increasing the 13C sensitivity
and annihilating the dipolar interactions. Moreover, magic angle
spinning (MAS), which spins the sample about the alleged magic
angle, has solved the issue of anisotropy of solid samples in the
magnetic field.28 Using 13C CP/MAS solid-state NMR, cellulose
derived from variable processes such as kraft pulp, low-DP acid-
hydrolyzed cellulose, and tunicate-extracted specimens exhibiting
highly crystalline structures can be analyzed. These materials have
been widely studied by NMR and their crystallinity is measured by
calculating the variation in the chemical shift.52,120–122

Several different NMR techniques are used to study cellu-
lose crystallinity. However, one of the most widely used NMR
methods is the C4 peak separation of the cellulose molecules

using 13C CP/MAS NMR spectroscopy.54,120,121,123,124 In this
case, doublets of C4 peaks represent two different signals in
the 13C spectrum, and each peak is assigned to each cellulose
structure. One of the peaks, located at B89 ppm, indicates the
C4 carbon in ordered cellulose structures in the interior of
the crystallites, and another, located at B84 ppm, reveals the
nature of amorphous cellulose.120,121 Amorphous cellulose has
been assigned by the region of amorphous C4 of cellulose.52

The reason is that the surface material of cellulose crystallites
appears as a sharper doublet in the amorphous region, and
xylan deposited on cellulose crystallites appears as a peak at
82.1 ppm.125,126 In addition, crystalline mannan has been
reported to resonate in that area.127 The crystallinity index
(CI) of cellulose can be obtained by dividing the area of the
crystalline peak (B89 ppm) by the total area of the C4 peaks,75

where the B89 ppm and B84 ppm signals represent the
crystalline and amorphous (disordered) regions respectively.
The crystallinity index (CrI) as a percentage can be calculated by
the sum of the integral area below these signals according to
the equation

CrI ¼ a

aþ b
� 100% (4)

where a is the integral area of the crystalline region and b is the
integral area of the amorphous region. Mustapha et al. inves-
tigated cellulosic samples obtained from cellulose pulp, regen-
erated cellulose pulp, and bacterial cellulose by 13C-CP/MAS
NMR.128 Spectral deconvolution of the C4 region of untreated
sugarcane bagasse showed that the crystalline region possessed
a narrow fitting of a at 90 ppm, b at 86 ppm, a mixture of a + b at

Fig. 8 (A) State of nuclear spin under the influence of the external magnetic field, (B) graphical representation of the precession for spin-up and spin-
down states at the Larmor frequency (redrawn from ref. 117), and (C) schematic of the NMR technique.118
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89 ppm, and a paracrystalline region at 88 ppm.129 An amor-
phous region was found from an intense characteristic doublet
with two peaks at 84 and 85 ppm.130

The 13C-CP/MAS NMR spectra of different cellulose samples
have been used to understand the cellulose crystallinity by the
spectral analysis of chemical shifts of different polymorphs as
shown in Fig. 9A.131

In the spectrum of the sample, two outer and inner signals
at 105 ppm represents the cellulose Ib and Ia are apparent,
respectively.125,133 The presence of the Ia allomorph is con-
firmed by up-field wings in the C4 signals of the fibres (see
Table 3).

A sharper resonance of C1 and C4 signals represents the
crystalline region that overlaps with the up-field wings of the
less ordered regions, having two different environments – one
is the crystallite surface and the other is the amorphous
regions.133 However, NMR spectral intensities play a valuable
role in determining crystallinity, as the signals from different
nuclei reduce the magnetic moment induction due to the
application of a radio frequency pulse during the measure-
ments. As the proton–carbon polarization (CP) dynamics and
proton relaxation are different for different phases, the total
intensities of the spectrum do not necessarily represent the
actual number of nuclei under the spectrum. To overcome this
situation, and get reliable results from CP/MAS NMR, the time
constant is maintained in the order TCH { TCP { T1PH, where
TCH, TCP, and T1PH are respectively proton carbon (CP)
time constants, CP time intervals in the process, and proton

spin–lattice relaxation times in the rotation frame. Thus, to
avoid errors due to intensity distortion, the time constant is
kept in the order 25TCH { 5TCP { T1PH.132,134 The effect of the
nature of the intensity of NMR spectra of microcrystalline
cellulose (with various CP times up to 20 ms) on its crystallinity
is shown in Table 4.

The calculation has been carried out following the logarith-
mic scale described for the high-resolution NMR of solids,
using the equation135

bðtÞ ¼ 1

1� g
1� e

�ð1�gÞ
TCHt

 !
e
� 1
T1pHt (5)

where g is the magnetogyric ratio, TCH is the proton carbon time
constant, and T1pH is the proton spin–lattice relaxation time in
the rotation frame.

Another limiting factor is the proton–carbon (CP) polariza-
tion time. It has been found that a longer CP time is respon-
sible for the increase in signal intensity difference.132 The 13C

Fig. 9 (A) NMR method to calculate the crystallinity of cellulose from different sources.131 (B) Example of the procedure of the subtraction method using
13C NMR spectra: (a) sigma a-cellulose, (b) 100% amorphous cellulose, and (c) crystalline fraction131 (reprinted with permission from ref. 131. Copyright
Springer-Nature 2009). (C) Magnified version to show the peaks assigned to C4 in cellulose15 (adapted from and used with permission from ref. 15.
Copyright Springer-Nature, 2010). (D) 13C CP NMR spectral signal intensities of 84 and 89 ppm lines upon CP time for microcrystalline cellulose.
Curves are normalized to equal spin temperature and the number of protons at t = 0132 (reprinted with permission from ref. 132. Copyright Springer-
Nature, 1987).

Table 3 Signal intensities of cellulose allomorphs in the 13C-CP/MAS
NMR spectra of bamboo fibres88

Allomorphs

Chemical shift (ppm)

C1 C4 C6

Amorphous — 86.3–80.1 63.5–59.5
Cellulose Ib 105.6, 104.0 89.4, 88.2 65.4, 64.9
Cellulose Ia 105.2 90.0, 89.4 —
Paracrystalline 104.8 88.8 —
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NMR intensities have been determined using eqn (5), and the
13C NMR signal intensities vary with different CP times as
shown in Fig. 9D. The data signify no intensity distortion below
0.5 ms, but there is an increasing signal intensity differ-
ence between B89 ppm and B84 ppm above 0.5 ms CP time
(Fig. 9D). Therefore, the CP time must be below 0.5 ms for
reliable intensity characterization. The determination of spec-
tral lines is often carried out using a curve fitting process, much
the same as for XRD analysis. Curve fitting has been carried out
using Gaussian and Lorentzian functions by the variation of
the shapes of spectral lines. The crystallinity has then been
determined by considering the line located at B89 ppm to the
simulated C4 total intensity line.131

3.3. Other methods to measure cellulose crystallinity using
NMR

The crystallinity index can also be determined from the average
lateral microfibril size (L) or crystallite size as it depends on the
peak intensities of C4 signals of NMR spectra by using the
following equations:

CrI ¼ n� 2

n

� �2

(6)

L = 0.57n (7)

where CrI is the crystallinity index, the average lateral micro-
fibril size is L, 0.57 refers to the average inter-chain distance
(in nm), n represents the number of sides of microfibrils per
chain, and (n � 2) is the total number of glucose units.136

Another methodology based on 13C NMR spectroscopy is the
subtraction of a standard for amorphous cellulose.137 For this
method, a fully amorphous cellulose sample is prepared to
estimate the signal that might be expected of the amorphous
regions of the cellulose. The amount of crystalline cellulose in
this sample can be obtained by subtracting the area of the
amorphous cellulose from the original signal. After the sub-
traction, a scale factor is applied to the amorphous cellulose
spectrum to eliminate a negative signal in the residual spec-
trum, as shown in Fig. 9(B and C). The CI is finally acquired by
calculating the area ratio between the crystalline contribution
and the total area.131 Fig. 9(B and C) depicts the subtraction
method used to calculate cellulose crystallinity. The spectrum
of the a-cellulose (Fig. 9B(a)) and 100% amorphous cellulose
(Fig. 9B(b)) was measured, and crystallinity fractions were
calculated by subtracting the amorphous value from the
a-cellulose (Fig. 9C(c)). After subtraction, a small intensity peak
located at B84 ppm showed that the ordered crystallites present
in the amorphous region had been normalized.138 The peak
located at B89 ppm represents the crystallites of the internal

crystalline region. The area under these two peaks is calculated,
and the crystallinity index is calculated using eqn (4).

It was determined that amorphous C4-carbons are more
than likely located at distances less than about 1 nm from the
crystalline C4-carbons and that those amorphous C4-carbons
are not solely localized to the microfibril surface.139 Contra-
dictory NMR spin-diffusion results were published by Fernandes
et al. that seem to support a core–shell model for the cellulose
microfibril (isolated from spruce wood), where the core is more
ordered than the shell.140,141

3.4. Comparison of different NMR methods

One of the major concerns with the peak separation technique
is that it only deals with the C4 carbon signals and the
separation in energy between the two spin states. This signal
strongly depends on the content of lignin and hemicellulose
and the external magnetic field strength, the latter of which is
relatively weak.131 The presence of residual lignin and hemi-
cellulose causes overlapping peaks in 13C NMR spectra, which
makes it harder to separate the signals into ordered and
disordered peaks when explicitly using the C4 peak separation
technique. Specifically, the NMR technique relies on the size of
the crystallites because only the cellulose within the interior
of the crystallites is regarded as crystalline.44,52 The larger the
crystallites, the more intense the NMR peak appears.

Moreover, ambient Boltzmann thermal energy (E B kT) is
sufficient to promote large portions of nuclei into a less
favorable higher energy state.115 For example, the Boltzmann
distribution predicts that for one million hydrogen nuclei in a
magnetic field of B0 = 1.4 T, only a few could contribute to the
NMR signal. This explains the limitation of the sensitivity of
NMR. Therefore, NMR needs a significant sample size (usually
more than 100 mg for most MWs).28,122 NMR measurements
also yield relatively weak signals that are averaged over a long
time with enough signal-to-noise ratio to produce spectra. The
subtraction method has some advantages over the peak separa-
tion method in measuring the crystallinity index of cellulose as
this method can be used for determining this parameter for a
wide range of materials.

4. Vibrational spectroscopy methods

Along with other widely used analytical techniques such as XRD
and NMR for the characterization of cellulose structure, vibra-
tional spectroscopy methods (infrared and Raman) are also
useful for investigating cellulose-like polymer structures and
properties.142–146 A vibrational spectrum is obtained due to the
absorption or emission of electromagnetic radiation at specific
frequencies that correlate to the energy states of the molecules,
which are the quantum mechanical states of electron waves
confined in specific chemical bond coordinates.28 However,
there are some fundamental differences in the mechanisms
that give rise to IR and Raman intensities. The former relies on
an existing dipole between the atoms, and the latter is due to a
dipole that is induced by radiation.

Table 4 Effect of the NMR spectral intensity on cellulose crystallinity

Spectral lines T1pH TCH

Crystalline 11.8 0.31
Amorphous 6.4 0.29
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4.1. Vibrational spectroscopy fundamentals

The basic principle of molecular vibrations responsible for the
characteristic bands observed in infrared and Raman spectro-
scopy can be derived by comparing a di-atomic chemical bond
with a simple harmonic oscillator model (Fig. 10A).117 In this
model, a chemical bond can be considered as a spring with its
ends attached to two atomic species with masses m1 and m2

separated by a distance d, having a spring constant k. Hooke’s
law can be used to express the chemical potential near the
equilibrium bond distance.106 After solving Schrödinger’s wave
equation, the wave functions of electrons involved in this
chemical bond yield discrete vibration energy levels, which
are expressed as

Ev ¼
h

2p
k

m

� �1
2

vþ 1

2

� �
(8)

where h is Planck’s constant, m is the reduced mass (m1m2/(m1 +
m2)), v is the vibration quantum number and k is the spring
constant. This equation links the force constant between two
atoms (or molecular fragments), the mass of the interacting
atoms (or molecular fragments), and the vibration frequency.28,147

IR spectroscopy is the measure of the intensity of a beam of
electromagnetic radiation, usually a laser, observed through the
absorption of radiation whose specific oscillating radiation
frequency matches the natural frequency of a particular normal
vibrational mode, i.e., vibrating dipole of a molecule. The
spectrum is obtained by plotting the intensity (absorbance or

transmittance) versus the wavenumber or frequency, which is
proportional to the energy (E) difference between the ground
and the excited vibrational states, mainly from the v = 0 state to
the v = 1 state, which can be expressed as

oIR = Ev=1 � Ev=0 (9)

where oIR is the energy of the IR photon which is equal to the
energy difference between two vibrational energy levels, v = 1
and v = 0. For energy to be transferred from the IR photon to the
molecule via absorption, the molecular vibration must cause
a net change in the molecule’s dipole moment or a func-
tional group.28,148 Initially, dispersive instruments were used
to obtain infrared spectra. However, in more recent times,
Fourier-transform infrared spectrometers have replaced the
dispersive instruments as they have dramatically improved
the acquisition of infrared spectra. This approach is based on
the idea that the interference of radiation between two beams
yields an interferogram, a signal that is produced as a function
of the change of path length between the two beams. The
radiation generated from the source is passed through an
interferometer to the sample before reaching a detector. Upon
amplification of the signal, the data are converted to a digital
form by an analog-to-digital converter and transferred to the
computer for Fourier transformation, a method in which two
domains of distance and frequency are interconvertible.147

The basic components of an FTIR spectrometer are shown
schematically in Fig. 10B.

Fig. 10 (A) Vibration energy states of diatomic molecules and electronic transitions involved in IR absorption and Raman scattering. The diatomic
molecules can be modeled as two masses (m1 and m2) connected with a spring constant k117 (redrawn from ref. 117). (B) A simplified schematic of typical
IR instrumentation. (C) A Raman spectrometer setup.
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As the excited electrons tend to revert to the ground electronic
state after being excited to a virtual electronic state, most of them
come back to the vibrational ground state (v = 0) in elastic
scattering, but a small fraction returns to the v = 1 state in inelastic
scattering. The latter case is known as Raman scattering, where the
energy difference between the originally absorbed photon (excita-
tion) and the emitted photon (scattering) corresponds to the
vibration energy level difference according to the equation

oRaman = oexcite � oscatter (10)

The fundamental requirement for Raman activity is a net
change in bond polarizability during the electronic transition
upon the scattering of electromagnetic radiation.28,149 The
basic components of an FT-Raman spectrometer are shown
schematically in Fig. 10C. According to the Raman selection
rule, the polarizability change will be the result of the displace-
ment of the constituent atoms from the equilibrium positions
due to molecular vibrations.150 A Raman spectrometer consists
of a light source, monochromator, sample holder, and detector.
Raman spectroscopy methods like dispersive Raman spectro-
scopy and Fourier transform Raman spectroscopy differ in
their laser sources and detection methods. Several types of
lasers with discrete monochromatic light sources are typically
available, e.g., krypton ion (530.9 and 647.1 nm), He:Ne
(632.8 nm), Nd:YAG (1064 nm and 532 nm), argon ion (488.0
and 514.5 nm), diode laser (630 and 780 nm), etc. It is also
possible to now have tunable laser systems that cover the full
range from ultraviolet (UV) to near infrared (NIR). FT-Raman
typically uses a 1064 nm near-IR (NIR) excitation laser, which
typically results in reduced fluorescence compared to visible
wavelength lasers.151 This is important with respect to cellulose
since fluorescence is a common problem with plant materials
that may contain lignin. Also, given that cellulose has a
relatively large band-gap152 (much larger than the energy of
the laser) it does not produce resonant Raman effects, which
are more typically seen for materials such as carbon nano-
tubes.153 With this in mind, long acquisition times are often
needed to obtain spectra with low signal to noise ratios.
Approaches to overcoming fluorescence in other polymers have
been the use of photobleaching, i.e. long exposure under the
laser, and also chemical bleaching using hydrogen peroxide for
cellulose fibres.154 The latter of these may impact the properties
of the material and should be implemented with caution.
Beam damage under the laser is also an issue for many
fibres,155 so a significantly lower power should be used for
acquisition of spectra.

4.2. Measurement of crystallinity of cellulose substrates using
IR spectroscopy

According to the traditional two-phase cellulose model, the
polymeric chains contain both crystalline (ordered) and amor-
phous (less ordered) regions. A clear relationship between the
interaction of hydroxyl groups and crystallinity in cellulose has
been established by using FTIR.156 An empirical ‘‘crystallinity
index’’ has been developed using the absorption ratio at
1429 cm�1 and 893 cm�1.157 As already discussed, the FTIR

absorption band located at B1430 cm�1 is assigned to asym-
metric CH2 bending vibration, and is known as the ‘‘crystal-
linity band.’’ On the other hand, the FTIR absorption band
located at B898 cm�1 is assigned to C–O–C stretching of
b-(1 - 4)-glycosidic linkages and has been designated as
the ‘‘amorphous’’ absorption band. It has been found that
crystallinity decreases as the intensity of the absorption at
B1429 cm�1 decreases, whereas the intensity of the absorption
at 893 cm�1 increases.158–160 Nelson and O’Connor introduced
another ratio index, ‘‘total crystalline index,’’ which is the ratio
of the intensities at B1372 cm�1 and B2900 cm�1. Bands
centered near B2900 cm�1 are C–H stretching vibration bands,
which conform to the characteristics of amorphous cellulose,
and the absorbance band at B1372 cm�1 is attributed to C–H
bending.161 It has been reported that the band located at
B1336 cm�1 showed the most significant differences between
crystalline cellulose II and amorphous cellulose. Later it was
demonstrated that these bands were not characteristic of the
amorphous regions.161,162 Both of these ratios are now used to
measure the crystallinity of cellulose where these indices are
assigned as

Cr:R1 ¼
A1372

A2900
(11)

Cr:R2 ¼
A1430

A893
(12)

where Cr.R1 and Cr.R2 are respectively the absorbance ratios of
cellulose A1372/A2900 and cellulose A1430/A893 which are also used
to measure relative cellulose crystallinity. Additionally, the ratio
A1370/A670 has been invoked for investigating the transforma-
tion of cellulose I to cellulose II.163 The origins of the bands
used in these determinations are shown in Table 5.44

To calculate the crystallinity in the pulp after being produced,
the following equation has been proposed:

Yield corrected crystalline cellulose (%) = A1370/A670

� amount of cellulose � pulp yield � 0.1 (13)

where the multiplication factor (0.1) is included to give numer-
ical values for crystalline cellulose. Thus, it has been seen that
the proportion of crystalline cellulose in pulp fibres increases
as the yield decreases. This is attributed to the removal of lignin
and hemicelluloses from the pulp. Such determinations give
only relative crystallinity due to the lack of a 100% crystalline
standard and the poor resolution of the region of the spectrum
for OH groups.44

Hydrogen bond intensity (HBI) can also be used to interpret
qualitative changes in cellulose crystallinity; for example,
crystallinity decreases with the increase of HBI. An increase
in HBI represents an increase in hydrogen bonding between
certain hydroxyl functions in the cellulose, which is typical of
the conversion of cellulose I to cellulose II; even though this
represents a decrease in the overall crystallinity index.45

FTIR spectra in attenuated total reflectance (ATR) mode
offer a complementary method for providing information on
chemical compounds and hydrogen bonding characteristics to
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confirm XRD findings.164 FTIR spectra of freeze-dried bacterial
cellulose samples in attenuated total reflectance (ATR) mode
have been used to obtain crystallinity indices by using the two
conventional methods: (1) ratios of the absorption intensities
at wavenumber positions of B1428 and B897 cm�1 (Cr1 =
A1428/A897), and (2) ratios of the absorption intensities at
wavenumber positions of B1372 and B2898 cm�1 (Cr2 =
A1372/A2898)165 (Fig. 11).

4.3. Measurement of crystallinity of cellulose substrates using
Raman spectroscopy

Raman or its more advanced form, FT-Raman spectroscopy,
has emerged as a rapid and convenient analytical method to
determine cellulose crystallinity. The principle of the Raman
method is to use spectral features whose intensity, bandwidth,
and position are affected by cellulose crystallinity.58

The FT-Raman-based quantitation method for cellulose I
crystallinity is developed using the weak bands located at
B1462 and B1481 cm�1 (CH2 bending modes) in conjunction

with spectral deconvolution. However, the intensities of the
selected bands are relatively low, and the deconvolution pro-
cess is not free of the band fitting problem; hence a better
approach has been sought.55 In this better approach, the
crystallinity of cellulose I samples has been determined
based on the intensity ratio of the bands located at B380 and
B1096 cm�1.58 The peak height was calculated by choosing
a minimum intensity wavenumber position near the peak
(e.g., B358 and B944 cm�1 for the B380 and B1,096 cm�1

bands, respectively) and by drawing a horizontal line (from that
wavenumber position) under the peak. This is called the base-
line method and using this method, in the remaining spectra
for bands located at B380 and B1096 cm�1, the same values of
band minima (at B358 and B944 cm�1) were used for drawing
the baselines. After taking the peak heights, the intensity data
were used to calculate Raman band intensity ratios, and
regression models were developed. To generate a calibration
curve, cellulosic samples were ball-milled for different time-
spans to observe a change in their crystallinity. Significant
effects on the peak shape and intensity at those peak regions
were observed because of the mechanical treatment.

4.4. Sum-frequency generation vibrational spectroscopy (SFG)

Another vibrational method, SFG vibrational spectroscopy, is a
non-linear optical phenomenon demonstrated to be an effec-
tive technique for probing interfaces.166–169 It is highly sensitive
to non-centrosymmetric crystalline materials, e.g., piezocrystals
and non-centrosymmetrically arranged functional groups in a
medium.170,171 Due to its selective vibrational modes and

Table 5 Peak assignments in infrared spectra of cellulose

Peak (cm�1) Type of vibration

1370 CH bending
1335 OH in-plane bending
1320 CH2 wagging
670 OH out-of-plate bending
893 Non-symmetric out-phase ring
1429 CH2 symmetric bending
2900 CH stretching

Fig. 11 (A) Polarized FT-IR spectra of laterally packed and aligned films of (a) cellulose Ia and (b) Ib nanocrystals. Spectra were taken with the IR
polarization perpendicular to the nanocrystals’ alignment direction.117 (B) Polarized FT-Raman spectra of laterally packed and aligned films of (a) cellulose
Ia and (b) Ib nanocrystals. Spectra were taken with the excitation laser polarization perpendicular to the nanocrystals’ alignment direction. The peaks
discussed in the text are highlighted with dotted lines117 (reprinted with permission from ref. 117. Copyright 2013 Korean Journal of Chemical
Engineering).
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sensitivity for chiral molecules in biomaterials, it is also used to
probe biological molecules such as DNA and other helical
proteins.172 Recently, it has been shown to selectively detect
crystalline cellulose from lignocellulosic biomass.61

The principle of SFG vibrational spectroscopy depends on the
non-linear optical response of sum frequency generation. In this
process, temporal and spatial overlap between two pulsed laser
beams occurs at an interface. One of these beams has a fixed
visible frequency (oVIS) and the other has an adjustable infrared
frequency (oIR). Thus, the light is emitted as the summed
frequency (oSFG) of the two frequencies via the equation173

oSFG = oVIS + oIR (14)

Resonance occurs when the vibrational frequency of the inter-
face molecules coincides with the frequency of the tunable
infrared radiation, and thus the intensity of the light is
enhanced. This sum-frequency light is plotted against infrared
frequency to obtain a vibrational spectrum.173 A schematic of
the SFG process is shown in Fig. 12A. When light propagates
through a medium, the valence electrons of the molecules of
the medium experience a force due to its electric field, E(o).
A dipole moment is created as the sum of all molecular electric
dipoles, which is called polarization of the medium, P(o),
according to the equation28

P(o) = eo(X(1)E(o) + X(2)E(o)2 + X(3)E(o)3 + . . .) (15)

where eo is the dielectric permittivity of a vacuum and w(n) is the
electric susceptibility of the nth order. Mathematically, w is a

tensor with a 3n+1 component.174 The higher order w terms are
extremely small compared to w(1) when a material is irradiated
with typical IR or Raman irradiation sources. However, these
terms become significant when the material is irradiated with
high-intensity laser beams.28 As SFG depends on second-order
susceptibility, we will restrict the discussion to the second-
order polarization term. The electric field, E(o), can be
expressed as the sum of two cosine waves using the equation

E(o) = E1 coso1t + E2 coso2t (16)

where E(o) is the electric field, E1 and E2 are two components
and t is time. Thus, the second-order polarization term can be
expressed as

Pð2Þ ¼ eowð2Þ E1 coso1tþ E2 coso2tð Þ2

¼ eowð2Þ E1
2 cos2 o1tþ 2E1E2 cos o1tð Þ

�
� cos o2tð Þ þ E2

2 cos2 o2t
�

¼ eowð2Þ E1
2 1þ cos 2o1tð Þ

2
þ 2E1E2

�

� cos o1 þ o2ð Þtþ cos o1 � o2ð Þt
2

þ E2
2ð1þ cos 2o2tÞ

2

�

¼ eowð2Þ
1

2
E1

2 þ E2
2

� �
þ 1

2
E1

2 cos 2o1tþ E2
2 cos 2o2t

� ��

þ E1E2 cos o1 þ o2ð Þtþ E1E2 cos o1 � o2ð ÞtÞ
(17)

Fig. 12 (A) Schematic diagram of an SFG system61 (reprinted with permission from ref. 61. Copyright 2011 American Chemical Society). (B) Schematic of the
noncentrosymmetry requirement of X(2)

eff in the SFG process.117 The directionality of vibration modes is depicted by brown arrows (reprinted with permission
from ref. 117. Copyright 2013 Korean Journal of Chemical Engineering). (C) Schematic view of two glucopyranose units in a cellulose chain. The SFG-active
CH2 and OH stretch peaks are highlighted in green and pink, respectively (reprinted with permission from ref. 61. Copyright 2011 American Chemical Society).

Chem Soc Rev Review Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

ug
us

t 2
02

3.
 D

ow
nl

oa
de

d 
on

 7
/1

7/
20

25
 3

:1
7:

31
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/D2CS00569G


6436 |  Chem. Soc. Rev., 2023, 52, 6417–6446 This journal is © The Royal Society of Chemistry 2023

Both the incident laser beams give rise to a DC field (indepen-
dent frequency term, E1

2 + E2
2), simple harmonic generation

(SHG) for both the input beams (twice the frequency of both
input frequencies, 2o1 and 2o2), difference frequency genera-
tion (DFG, o1 � o2) and SFG (o1 + o2).173 SFG vibrational
spectroscopy focuses on the wave emitted from the sample
having the sum frequency of the incident beams, in this case,
the frequency of IR and visible laser beams. The intensity of the
SFG signal, I(oSFG), can be expressed as

I(oSFG) p |X(2)
eff|2I(oIR)I(oVIS) (18)

where I(oIR) and I(oVIS) are the intensities of IR and visible
beams, respectively, and weff is the effective second-order non-
linear susceptibility that can be expressed as

wð2Þeff ¼
N
P
a;b;g
hMabAgi

eo oIR � oq � iG
� � (19)

where N is the number density of the SFG signal-producing
molecules, hMabAgi is the angle average of the product of IR and
Raman tensors, oq is the frequency of normal vibration modes,
and G is the damping constant. As the expression includes the
product of both IR and Raman tensors, the vibration modes
must be Raman and IR active to show the SFG signal. Another
important selection rule for the SFG process is that the irra-
diated medium must not have inversion symmetry.173,175,176

As shown in Fig. 12B, when the vibration modes (shown by
brown arrows) are arranged either randomly (a), or with inver-
sion symmetry (b), or the molecule has inversion symmetry
itself (c), the SFG signal cannot be generated. The only way that
X(2)

eff becomes non-zero is when the molecules with no inversion
symmetry are arranged non-centrosymmetrically in space.28,173

Non-centrosymmetry exists over several orders of length scales
in crystalline cellulose.177 At the molecular level, its carbon
centers (C1, C2, C3, C4, and C5) in the glucose ring are chiral.
The crystal unit cells manifest non-centrosymmetry (space
groups P1 and P21).56,68 Also, cellulose Ia and Ib have parallel
glucan chains, unlike cellulose II, in which the chains have an
antiparallel arrangement.178 As these glucan chains in cellulose
I are unidirectional, the CH2 group of exocyclic C6H2OH side
chains and OH groups that have interchain H-bonding form
net dipoles across the entire crystal or multiple closely packed
crystals.61,179 As a result, the characteristic SFG peaks located at
2945 cm�1 and 3320–3250 cm�1 are observed for CH2 and OH
vibration modes, respectively.62,178 It has been observed that,
the SFG peak intensity at 2945 cm�1 varies monotonically,
but non-linearly with crystalline cellulose samples,97 based on
which an Avicel-based calibration curve using XRD, IR, and
Raman techniques to determine the amount of Avicel-equivalent
crystalline cellulose in wood samples has been developed.

Other C–H and O–H than the aforementioned peaks are not
observed because of the non-centrosymmetric selection rule.
The same reason is also attributed to the SFG inactivity of
hemicellulose and lignin because of their random arrangement
in biomass.61 Moreover, these noncentrosymmetric crystals
could be dispersed in a random, centrosymmetric, or

noncentrosymmetric fashion within an amorphous matrix,
which can also affect the SFG spectra over the characteristic
length of SFG.180 The SFG technique is becoming increasingly
popular in probing the crystal structure of cellulose. Huang
et al. (2020) employed SFG vibrational spectroscopy to correlate
cellulose enzyme complexes’ shape and size to cellulose’s
crystal size using freshwater algae Micrasterias.181 The process
was also able to distinguish between the surface and bulk
hydroxyl groups in cellulose nanocrystals owing to its non-
linear scattering.182 The SFG technique is also sensitive to
changes in the inter-fibrillar distance between cellulose micro-
fibrils and the distance between crystals.183,184 The process can
distinguish between chain polarity and determine the orienta-
tion in the direction of growth of the cellulose microfibrils
(unidirectional or bidirectional).28,185–187 This technique is
also able to distinguish different cellulose polymorphs.178

Moreover, the technique has enabled researchers to probe into
the mesoscale assembly of cellulose microfibrils.179,180

The SFG technique can be used to quantify cellulose crystal-
linity, given that the crystalline packing pattern of cellulose
remains reasonably constant.97 Current quantification of cellu-
lose crystallinity by the SFG method involves a calibration curve
between a known cellulose concentration and the SFG peak
intensity.188,189 However, the quantification becomes challen-
ging when the packing of crystalline cellulose changes drasti-
cally with different samples.177,180

5. Differential scanning calorimetry
(DSC)

Calorimetry measures thermal energy absorbed or released
when a change in state variables is encountered due to phase
transitions, chemical reactions, or physical changes. The
simple equation for measuring heat change as a function of
temperature can be expressed as

dQ = m � c � DT (20)

where dQ is the heat change, m is the sample mass, c is the
specific heat capacity, and DT is the temperature change. Two
methods, namely heat-flux and power-compensated DSC, are
typically used.

5.1. Heat-flux DSC

In a heat-flux DSC system, the reference and the sample are
heated in a single furnace, where two separate sensors are used
to measure their temperatures. A purge gas allows a uniform
heat distribution and expels unwanted substances like oxygen.
Thus, both the sample and reference are given equal heat
transfer, and their temperature difference is measured. The
temperature difference is translated using the heat flow equa-
tion to heat flux.190 However, the heat-flux DSC systems suffer
from the disadvantage of the significant time constant. Hence,
they are typically not used to study semi-crystalline polymers.191

A simplified schematic is shown in Fig. 13A.
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5.2. Power-compensated DSC

In power-compensated DSC systems, two separate chambers
are used for the sample and the reference. Two individual
heaters heat the sample and the reference through a differen-
tial power controller to maintain a zero-temperature difference
between them. The temperature is increased linearly with time.
Thus, in power-compensated DSC systems, the energy flow rate
varies to keep the same temperature in both chambers. The
purge gas is used to allow for uniform heat distribution and the
removal of unwanted substances. The difference in power can
be determined using the equation

DP ¼ dQSample

dt
� dQReference

dt
¼ I � DV ¼ dH

dt
(21)

where DP is the required change in power, dQ/dt is the heat
absorbed or released by the sample or the reference per unit
time, I is the total current, DV is the voltage difference, and
dH/dt is the change of enthalpy per unit time. A simplified
schematic of power-compensated DSC is shown in Fig. 13B.

Both methods produce an output of the heat-flow curve with
respect to temperature. From the curve, an inference about
material properties can be drawn. Fig. 13C shows the general
DSC output of a semi-crystalline polymer along with possible
interpretations. The enthalpy change is proportional to the area
under the peaks. The enthalpy change (DH) can be expressed as

DH = K � A (22)

where K is the calorimetric constant and A is the area under the
curve. Thus, the DSC technique can be instrumental in gaining
information about the thermodynamic functions by measuring

the specific heat of substances.191,192 The technique and principle
for measuring specific heat have been previously published.193

This technique can also be used to assess the thermal behavior of
polymers and structural information, including crystallinity.191,194

5.3. Measurement of crystallinity of cellulose using DSC

Conventionally, relative crystallinity in polymers is determined
by taking the ratio of the melting enthalpy of the sample
obtained from a DSC run to the melting enthalpy of a crystal-
line sample.194,195 It can be expressed as

Xc ¼
DHm

DH�
m

� 100% (23)

where Xc is the relative amount of the crystalline fraction in the
polymer, DHm is the melting enthalpy of the polymer sample,

and DH
�
m is the melting enthalpy of a 100% crystalline sample

of the same polymer.
Cellulose has a mixture of well-defined crystalline and

amorphous structures and the amorphous regions allow aqu-
eous reagents to penetrate inside the structure.196 The crystal-
line domains are very closely packed and resist water
absorption. Hence, it is thought that the free hydroxyl groups
present in the amorphous regions are responsible for almost
complete water absorption. Based on these considerations,
Dale proposed a method to determine the cellulose crystallinity
that considers the dehydration endothermic peak area.196 It is
reported that cellulose fibres typically show an endothermic peak
between 273 and 400 K, which is attributed to dehydration.197

Thus, the authors hypothesized that the endothermic peak of
cellulose dehydration is related to the amorphous fraction of

Fig. 13 (A) Schematic of heat-flux DSC, (B) schematic diagram of power-compensated DSC, and (C) general DSC output for semi-crystalline polymers.
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cellulose.196 The cellulose crystallinity (CC%) could be determined
from the equation

CC% ¼ DH0 � DHs

DH0
� 100 (24)

where DH0 is the heat required to remove water from a standard
cellulose, which is entirely amorphous and exposed to a specific
relative humidity until a constant weight is obtained, and DHs is
the heat needed to dehydrate the cellulose sample which has also
been exposed to the same conditions as the standard. However,
it is to be noted that the use of wet amorphous cellulose could
be problematic as it becomes recrystallized in the presence of
moisture. Moreover, to develop a general protocol to assess
cellulose crystallinity with this method, it is necessary to know
the relative humidity at which the samples sorbed water vapor
and the preservation technique before dehydration.

There are some other limitations associated with DSC since
this method assumes that the amorphous regions of cellulose
are entirely responsible for water absorption. However, a small
portion of water adheres to the crystalline part of cellulose,
which cannot be avoided for samples with high crystallinity.
Thus, the method is most suitable for low crystallinity cellulose
samples.196 It is also difficult to estimate the baseline for the
peak area measurement.191,194,198 Although the DSC technique
has gained attention among polymer scientists regarding its
use in determining crystallinity, it has been used in only a
limited way in cellulose research. The main reason for this is
that in conventional semicrystalline polymers one can measure
the heat of crystallization through melting. Since cellulose does
not melt, it is not possible to measure this property. Moreover,
the transitions of cellulose due to moisture are also influenced
by other factors and other polymers present in the samples.
It has been used to probe only the thermal behavior, which can
be understood from the literature survey on determining cellu-
lose crystallinity by the DSC method.199,200 Further research is
necessary to address the limitations associated with the DSC
technique of assessing cellulose crystallinity.

6. Cellulose crystallinity determination
by carbohydrate-binding modules (CBM)

Biochemical routes have also been developed to determine the
cellulose crystallinity in addition to getting information on the
morphology of cellulosic structures. Initially, these methods were
developed to quantitatively determine the accessibility of cellulose
fibres subjected to enzymatic hydrolysis. However, the degree of
cellulose crystallinity may not influence the yield during enzy-
matic hydrolysis but can affect the kinetics of hydrolysis.201 For
example, it has been shown that paracrystalline cellulosic regions
hydrolyze faster than crystalline regions.202 However, as cellulose
crystallinity is one of the critical factors influencing cellulose
accessibility, qualitative information on the crystalline cellulosic
part can be obtained through these methods.

These methods take advantage of carbohydrate-binding
modules (CBMs), which are polypeptide sequences found in

carbohydrate-active enzymes with specific binding abilities to
different carbohydrate structures. Depending on the molecular
structures and amino acid sequences, CBMs can be classified
into 68 families and based on their three-dimensional structures
and activity, they are classified as type A, type B, and type C.201,203

Type A CBMs are surface binding type proteins with a greater
affinity towards crystalline cellulose. Unlike type A, type B proteins
show affinity towards the amorphous cellulosic regions by bind-
ing to glycan chains. Yet, type B CBMs cannot recognize glycan
chains consisting of less than three sugar units while type C CBMs
exhibit binding specificity for 1–3 sugar units.201,203

Moreover, fusion proteins have also been developed by
combining CBMs with green fluorescent proteins (GFPs) to
visualize cellulose morphology easily. For example, Hong
et al. (2007) prepared one such fusion protein to quantitatively
determine cellulose accessibility to cellulase with a hydrolysis
temperature of 50 1C.204 Similarly, Li et al. (2018) designed a
recombinant protein by combining CBMs with a di-green
fluorescent protein to quantitatively determine cellulose acces-
sibility to cellulase.205 Kljun et al. (2011) used CBMs to assess
changes in cellulose crystallinity during the mercerization
process of cotton fibres (Fig. 14A).206 The authors used two
type A and two type B CBMs coupled with fluorescence imaging
to visualize the changes in the crystallinity at various stages of
the mercerization process, which agreed with the results
obtained from traditional XRD and FTIR techniques as repre-
sented in Fig. 14B.206 The binding intensity of the CBMs was
calculated by measuring the total dark areas for the amorphous
region and total green/bright areas for the crystalline region.
The total fibre area was also measured, and the bright or dark
area ratio to the total fibre area was taken to calculate the
percentage of bound and unbound CBMs to the fibre. They also
estimated the lateral order index (LOI) and hydrogen bond
intensity (HBI) from an FTIR trace. LOI and HBI were deter-
mined from the intensity of the absorbance bands located at
1429 to 893 cm�1 and the ratio of the intensities of the 3336 to
1336 cm�1 bands, respectively.207,208 They found that the LOI
followed a similar trend as the relative intensity of the binding
capacity of the CBMs onto the crystalline cellulose for both the
Coker and FM966 fibres. On the other hand, HBI increased
with an increase in the amorphous region of the fibre samples.
It also displayed similar trends to the relative intensity of the
CBM which shows affinity towards the amorphous cellulosic
region, as shown in Fig. 14C.

Guo et al. (2019) constructed a CBM-GFP-directed protein
probe to quantitatively determine cellulose crystallinity. The
binding concentrations of the different probes were deter-
mined using a fluorescence spectrophotometer, and the bind-
ing capability of the probes to substrates was calculated from
the relative intensity using the equation209,210

Binding capability ð%Þ ¼ FIcontrol � FIfinalð Þ
FIcontrol

� 100 (25)

where FIcontrol and FIfinal represent the supernatant’s fluores-
cence intensity after incubation without and with cellulosic
substrates, respectively. The authors showed a positive linear
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correlation of the binding ability of their fusion proteins, CG2a
(type A CBM, affinity towards crystalline cellulose) and CBM17
and CBM28 (type B CBMs, affinity towards amorphous cellu-
lose), with the XRD crystallinity data as shown in Fig. 14D.
Based on their correlation equation, the authors calculated the
cellulose crystallinity of representative samples and reported
the same trends as observed from XRD measurements.209

7. Other methods

Several physicochemical properties of cellulose such as specific
gravity,211,212 enthalpy of wetting,213 water vapor sorption,214

iodine sorption,215 chemical reactivity,216 and others could also
be used to estimate the crystalline fraction in the cellulose
polymer. Some of these are discussed in the following.

Fig. 14 (A) Schematic of cellulose crystallinity determination using CBMs.206,208 (B) Fluorescence imaging of the binding of four CBMs to different cotton
fibres after treatments with a range of NaOH concentrations (0–8 M). (C) Quantification of CBM binding to cotton fibres and FTIR analyses in response to
NaOH treatments. (i) and (ii) Comparison of LOI with the binding intensity of crystalline directed CBMs, (iii) and (iv) comparison of HBI with the binding intensity
of amorphous directed CBMs. (Parts B and C are reprinted with permission from ref. 206. Copyright 2011 American Chemical Society.) (D) Correlation between
CBM binding capacity and crystallinity index of different cellulose samples where (i) and (ii) CBMs show affinity towards amorphous cellulose and (iii) CBM has
an affinity for crystalline cellulose (reprinted with permission from ref. 209, 2019. All rights reserved by Springer International Publishing).
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Specific gravity

Specific gravity is defined as the density of a substance com-
pared to the density of water. Direct measurement of specific
gravity of amorphous cellulose can be challenging due to the
dependence of cellulose structure on factors such as the
presence of impurities and residual moisture, different oxida-
tion degrees, and drying methods. Thus, cellulose samples with
known degrees of crystallinity can be used to estimate the
crystallinity of the unknown samples. It is known that the
relationship between the specific gravity of semi-crystalline
polymers and their degree of crystallinity (X) can be expressed
as follows:

X ¼ rc=rð Þ r� rað Þ
rc � rað Þ (26)

where rc and ra are the specific gravities of the crystalline and
amorphous regions of the semicrystalline polymer, respectively.
Eqn (26) can be converted and rearranged to obtain

1

r
¼ 1

ra
� X

1

ra

� �
� 1

rc

� �� 	
(27)

which resembles a straight-line equation of the form

V = Va � KX (28)

where
1

r
¼ V is the sample’s specific volume and

1

ra
¼ Va is the

specific volume of the amorphous region, and K ¼ 1

ra

� �
� 1

rc

� �
.

Thus, by measuring the specific gravity of some cellulose
samples of known crystallinity, it is possible to obtain a straight
line and calculate the specific gravity of the crystalline and
amorphous regions. Ioelovich et al. (2010) used rc = 1.62 g cm�3

and ra = 1.44 g cm�3 to measure the cellulose crystallinity
with this method. The results obtained agreed with the XRD
results.211

Wetting enthalpy

It has been mentioned before that, the cellulose–water inter-
action is attributed to the amorphous regions of cellulose.
Thus, the associated exothermic heat generation with this
phenomenon or wetting enthalpy (DH) is directly proportional
to the amorphous content (Y) of cellulose.

DH = DHAmY (29)

Y ¼ DH
DHAm

(30)

X ¼ 1� DH
DHAm

� �
(31)

where X is the content of the crystalline domain in the cellulose
sample and DHAm is the wetting enthalpy of completely amor-
phous cellulose. Experimental observations have shown that the
wetting enthalpy (DH) increases linearly with the maximum vapor
sorption value (Ao) of the cellulose sample and a constant specific

enthalpy has been reported h ¼ DH
Ao
’ 335 J g�1 water

� �
.

Thus, considering maximal absorption for amorphous
cellulose, DHAm was determined as follows:

DHAm = hAo (32)

Substituting DHAm value into eqn (31) yields the cellulose
crystalline fraction. The authors reported that, the crystallinity
values obtained by this method were higher than those
obtained by the XRD technique.214

8. Comparison among different
techniques for measuring cellulose
crystallinity

Cellulose crystallinity has long been playing an important role
in defining a material’s physical and chemical properties. Thus,
the study of the crystalline structure of cellulose has received
attention for its diversified application. Different techniques
have also been used to measure the cellulose crystallinity index,
all of which yield different values. These are now discussed in
this section and compared, as shown in Fig. 15.

Cellulose pulps from different sources having different
purity were taken and analyzed using XRD, NMR, IR, Raman,
SFG, and DSC to measure their crystallinity index.177 Cotton
linter (one of the purest sources of cellulose), which contain
more than 95% of cellulose by dry mass, Avicel with a low
degree of polymerization, a-cellulose (mostly cellulose Ib),
bleached hardwood (HW), and softwood (SW) pulps were taken
for comparison. Fig. 15 shows the graphical representation of
data produced while measuring the CI of cellulose using a
range of different techniques, namely XRD, NMR, IR, Raman,
and SFG. The CI values measured from XRD were calculated
using the peak height (PH) and amorphous subtraction (AS)
method, as shown in Table 6. For 13C NMR, the CI was
measured by the relative intensity of the C4 peak chemical
shifts of amorphous (80–85 ppm) and crystalline (85–89 ppm)
cellulose. It can be observed from Table 6 that the methods
used to measure the cellulose CI values show the same quali-
tative trends for samples, i.e., CI is the highest for cotton linter
and lowest for a-cellulose. However, the absolute CI values
differ for different methods, limiting direct quantitative com-
parison of the CI values estimated using different approaches.
So, the cellulose crystallinity index measured for different samples
using any technique can only be compared qualitatively.

The CI values of HW and SW measured using the XRD AS
method are very close to those measured using the PH method.
However, there is a large difference in the CI values for other
cellulose sources, as shown in Table 6. This was due to the high
intensity of the amorphous background of the HW and SW
fibres at a 2y angle greater than 251, whereas the other
cellulosic sources exhibited low intensity in this region. As a
result of this, the AS method was not able to subtract the
amorphous background in the high 2y region, and instead it
effectively added the difference in the crystalline portion, which
led to much higher CI values than the true mass fraction of
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crystalline cellulose over the total mass for HW and SW than
the other samples.

Different CI values are obtained from different techniques
for several reasons. NMR is likely to yield a much lower CI value
compared to that calculated from XRD, even if the CI is
measured by the AS method, as shown in Table 6. It has been
found from different literature sources that the XRD method
gives more precise data for the crystalline phase and shows a
lesser sensitivity to the amorphous phase, consequently produ-
cing data having an inevitable inclination towards crystalline
phases.15,217 The cellulose structure also contains paracrystal-
line cellulose, a more complicated structure than the crystal-
line and amorphous cellulose, which also interferes with the
CI value measurement.125 In contrast, NMR shows equal

sensitivity to cellulose structure’s crystalline and amorphous
phases. The difference in detection sensitivity between these
two methods affects the CI values and is responsible for the
discrepancy, as shown in Table 6.

The CI values measured using DSC were very close to those
measured using XRD. Still, DSC has some limitations as it only
takes account of the moisture present in the amorphous region
of the cellulose and completely neglects the presence of moist-
ure at the surface of the crystalline regions. Another limiting
factor of DSC is that it measures only the sum of all heat flow
events occurring at a particular time and temperature, which
might result in hiding the exothermic crystallization of others.
Thus, the method is most suitable for cellulose having low
crystallinity.196 Therefore, it is clear from the discussion that

Fig. 15 Crystallinity measurement of cellulose samples using (A) XRD, (B) 13C NMR, (C) Raman, (D) IR, and (E) SFG. Samples are cotton linter (black), Avicel
(red), a-cellulose (green), hardwood (HW) pulp (blue), and softwood (SW) pulp (orange). In (A), the amorphous standard is plotted as a dotted line. The
insets in figures (C) and (D) show the spectral regions used for CI calculations. All spectra are offset for clarity (Reprinted with permission from ref. 217,
2015. All rights reserved by Springer International Publishing).
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none of the crystallinity measuring techniques can be used to
obtain an absolute value. However, all the methods display
similar trends in measuring the crystallinity values of cellulose
samples. Therefore, the techniques overviewed can be used
to provide qualitative data and a relative measurement of
cellulose crystallinity.

9. Conclusions

The importance of defining the crystallinity of cellulose has
been discussed in many reports and over many decades since
the very early beginning of our understanding of this com-
plex and ubiquitous polymer. Understanding the structure of
cellulose facilitates physical modification to render high-
performance products and increase product yields. This review
paper has covered the different techniques used to determine
cellulose crystallinity, namely X-ray diffraction (XRD), nuclear
magnetic resonance (NMR), Fourier-transform infrared spectro-
scopy (FTIR, Raman), differential scanning calorimetry (DSC),
sum-frequency generation vibrational spectroscopy (SFG), cel-
lulose binding molecule (CBM) methods, specific gravity, and
wetting enthalpy. Each crystallinity index can take different
values depending on the technique selected for the analysis.
Typically, CI values obtained from NMR are lower than values
obtained from XRD measurements. However, relative crystal-
linity values and crystallinity trends are common for all tech-
niques. For example, cotton linter, known as almost a fully
crystalline structure, yields the highest CI according to the
different methods presented. Moreover, other factors such as
size of the crystallite, intensity of the incident beam (in the case
of XRD), source and pretreatment of the sample before the tests
also affect the crystallinity value. In this sense, despite many
efforts to determine cellulose crystallinity, there is no agreement
in the literature on the absolute technique for determining the
crystallinity value and studying the cellulose structure. This fact
reflects that cellulose crystallinity cannot be estimated using a
single technique; therefore, combining different techniques to
calculate the CI is likely the best approach. The use of software or
computational analysis might be a vital tool in addition to the
experimental data since the software can be designed to calculate
and predict the intricate details and refine the data which is not
possible experimentally. Consequently, they can complement the

experimental findings by assisting the interpretation of the
experimental data.
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E. Pesonen, J. Wood Sci., 2003, 49, 531–537.
32 M. Debnath, K. S. Salem, V. Naithani, E. Musten,

M. A. Hubbe and L. Pal, Cellulose, 2021, 12, 7981–7994.
33 X. Sun, S. Agate, K. S. Salem, L. Lucia and L. Pal, ACS Appl.

Bio Mater., 2020, 4, 140–162.
34 P. Tyagi, K. S. Salem, M. A. Hubbe and L. Pal, Trends Food

Sci. Technol., 2021, 115, 461–485.
35 S. Al-Zuhair, Bioresour. Technol., 2008, 99, 4078–4085.
36 Y. Cao and H. Tan, Enzyme Microb. Technol., 2005, 36,

314–317.
37 N. Lavoine, I. Desloges, A. Dufresne and J. Bras, Carbohydr.

Polym., 2012, 90, 735–764.
38 M. Hall, P. Bansal, J. H. Lee, M. J. Realff and

A. S. Bommarius, FEBS J., 2010, 277, 1571–1582.
39 A. French, BioResources, 2022, 17, 5557–5561.
40 Z. Ling, T. Wang, M. Makarem, M. Santiago Cintrón, H. N.

Cheng, X. Kang, M. Bacher, A. Potthast, T. Rosenau, H. King,
C. D. Delhom, S. Nam, J. Vincent Edwards, S. H. Kim, F. Xu
and A. D. French, Cellulose, 2019, 26, 305–328.

41 M. Borrega, P. Ahvenainen and E. Kontturi, Cellulose, 2018,
25, 6811–6818.

42 Y. Nishiyama, U.-J. Kim, D.-Y. Kim, K. S. Katsumata,
R. P. May and P. Langan, Biomacromolecules, 2003, 4,
1013–1017.

43 P. Bansal, M. Hall, M. J. Realff, J. H. Lee and A. S.
Bommarius, Bioresour. Technol., 2010, 101, 4461–4471.

44 R. Evans, A. F. A. Wallis, R. H. Newman, U. C. Roick and
I. D. Suckling, Holzforschung, 1995, 49, 498–504.

45 A. Kljun, T. A. S. Benians, F. Goubet, F. Meulewaeter,
J. P. Knox and R. S. Blackburn, Biomacromolecules, 2011,
12, 4121–4126.

46 C. Driemeier and G. A. Calligaris, J. Appl. Crystallogr., 2011,
44, 184–192.

47 A. D. French, Cellulose, 2014, 21, 885–896.
48 A. D. French and M. Santiago Cintrón, Cellulose, 2013, 20,

583–588.
49 R. C. Rowe, A. G. McKillop and D. Bray, Int. J. Pharm., 1994,

101, 169–172.
50 L. Segal, J. J. Creely, A. E. Martin and C. M. Conrad, Text.

Res. J., 1959, 29, 786–794.
51 A. Thygesen, J. Oddershede, H. Lilholt, A. B. Thomsen and

K. Ståhl, Cellulose, 2005, 12, 563–576.
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208 J. Široký, T. A. S. Benians, S. J. Russell, T. Bechtold, J. Paul
Knox and R. S. Blackburn, Carbohydr. Polym., 2012, 89,
213–221.

209 X. Guo, F. Yang, H. Liu, Y. Hou, Y. Wang, J. Sun, X. Chen,
Y. Liu and X. Li, Macromol. Res., 2019, 27, 377–385.

210 T. Kawakubo, S. Karita, Y. Araki, S. Watanabe, M.
Oyadomari, R. Takada, F. Tanaka, K. Abe, T. Watanabe,
Y. Honda and T. Watanabe, Biotechnol. Bioeng., 2010, 105,
499–508.

211 M. Ioelovich, A. Leykin and O. Figovsky, BioResources,
2010, 5, 3.

212 J. W. Hearle and W. E. Morton, Physical properties of textile
fibres, Elsevier, 2008.

213 M. Ioelovich, Am. J. BioSci., 2014, 2, 6.
214 M. Ioelovich, ChemXpress, 2016, 9, 245–251.
215 L. E. Hessler and R. E. Power, Text. Res. J., 1954, 24,

822–827.
216 M. Ioelovich, BioResources, 2009, 4, 3.
217 C. Lee, K. Dazen, K. Kafle, A. Moore, D. K. Johnson, S. Park

and S. H. Kim, in Cellulose Chemistry and Properties: Fibers,
Nanocelluloses and Advanced Materials, ed. O. J. Rojas,
Springer International Publishing, Cham, 2016, pp. 115–131.

Review Article Chem Soc Rev

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

ug
us

t 2
02

3.
 D

ow
nl

oa
de

d 
on

 7
/1

7/
20

25
 3

:1
7:

31
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/D2CS00569G



