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Solvation free energies of alcohols in water:
temperature and pressure dependences
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Solvation free energies u* of amphiphilic species, methanol and 1,2-hexanediol, are obtained as a
function of temperature or pressure based on molecular dynamics simulations combined with efficient
free-energy calculation methods. In general, u* of an amphiphile can be divided into 4. @aNd g, the
nonpolar and electrostatic contributions, and the former is further divided into u,, and p; . which are
the work of cavity formation process and the free energy change due to weak, attractive interactions
between the solute molecule and surrounding solvent molecules. We demonstrate that u* of the two
amphiphilic solutes can be obtained accurately using a perturbation combining method, which relies on
the exact expressions for . and u}; and requires no simulations of intermediate systems between the
solute with strong, repulsive interactions and the solute with the van der Waals and electrostatic
interactions. The decomposition of u* gives us several physical insights including that u* is an increasing
function of T due to g, that the contributions of hydrophilic groups to the temperature dependence of
w* are additive, and that the contribution of the van der Waals attraction to the solvation volume is

rsc.li/pccp

1 Introduction

A major class of solute species in aqueous solutions in biolo-
gical systems is amphiphiles, ie., molecular species having
both nonpolar and polar moieties. The solubility of an amphi-
phile in water relative to its vapor, or the partition coefficient
between aqueous solution and another phase, a key quantity
one wishes to evaluate, predict, or control in basic and applied
research, is determined by the solvation free energy p* of that
species in water and that in the other phase. Typically, u* is
positive for hydrocarbons, negative for hydrophilic solutes, and
can have either sign for amphiphilic molecules in water
depending on the balance between the positive contribution
from its hydrophobic groups and the negative one from the
hydrophilic parts. From an empirical point of view it may be
convenient to assign particular values to hydrophobic and
hydrophilic groups as their contributions to u*. However, to
gain a molecular-based understanding of the solvation proper-
ties of amphiphilic molecules in aqueous solutions, it is more
important to consider three contributions to p*: the first one
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greater than that of the electrostatic interactions.

from the work of cavity formation, the second one from the
weak, attractive interactions (the van der Waals forces) between
solute and solvent molecules, and the third one from electro-
static interactions between partial charges in the solute and
solvent molecules. The solvation free energy of nonpolar
solutes, e.g., hydrocarbons and noble gases, has only the first
two contributions. Furthermore, to better understand the
effects of temperature and pressure on the solubility of an
amphiphile and the phase behavior of that solution, it would be
instructive to evaluate the three contributions to u* as func-
tions of the thermodynamic variables. There are pioneering
computational studies and recent developments on aqueous
solvation of amphiphilic molecules."™ However, the tempera-
ture and pressure dependences of the solvation properties of
amphiphiles are less explored as compared to those of hydro-
phobes. In the present work, we calculate the solvation free
energies of two kinds of alcohols, methanol and 1,2-hexanediol,
in water as functions of temperature and pressure, and exam-
ine how the contributions from the nonpolar interactions and
the Coulomb interactions vary with temperature or pressure.
We have chosen methanol as the simplest amphiphile and 1,2-
hexanediol as a more complex, dihydric alcohol. Note that the
latter is capable of forming micelles in water.

The temperature and pressure effects on the hydration free
energy of hydrophobic solutes have been extensively studied.>*?
The solubility of a nonpolar solute in water decreases with
increasing temperature (up to certain temperatures). In other
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words, the solvation free energies of those hydrophobic species
increase with temperature. This has to do with the smallness of
the coefficient of thermal expansion of water: liquid water
expands much less than other liquids with increasing tempera-
ture, and therefore the isobaric condition is not very different
from the isochoric one.”>™ If the coefficient of thermal expansion
of water at room temperature was as large as those of other
common liquids, the solubility would increase with temperature.
Unlike the temperature effect, the pressure effect on the solubility
of hydrophobic solutes in water is not different from those in
other liquids: the solvation free energy increases monotonically as
the pressure increases. This pressure dependence simply reflects
the fact that the solvent becomes denser at higher pressure and
the free energy for cavity formation becomes larger.

Much less studied is how the solvation free energies of
amphiphiles vary with temperature and pressure. The ques-
tions remaining to be examined include: do hydrophilic groups
in an amphiphile enhance or counteract the temperature and
pressure effects on the solvation free energy of the corres-
ponding solute species without hydrophilic groups? Do macro-
scopic properties characteristic of water, such as the smallness
of the coefficient of thermal expansion, matter to the tempera-
ture effect on hydration free energies of amphiphiles? And is
the microscopic structure of water around hydrophilic groups
the important factor in understanding the temperature and
pressure dependences on the solvation free energies?

We calculate the solvation free energies of the two alcohols,
methanol and 1,2-hexandiol, as a function of temperature and
pressure. To obtain accurate results, which will serve as stan-
dard reference data, we use the Bennett Acceptance Ratio (BAR)
method,"® which gives numerically accurate values for the free
energy difference between two states.'” We also examine other
methods including those based on exact perturbation formulae,
the mean-field approximation,"® and the linear response
approximation.'® The reason for employing different methods,
other than the numerically reliable one, is twofold: one is to seek
an efficient way to evaluate u* valid for amphiphilic molecules
and the other is to understand the difference between the
solvation processes of nonpolar and amphiphilic solutes. It is
well confirmed that the solvation processes of hydrophobic
solutes in aqueous solutions and in air-water interfaces are well
described by the mean-field approximation.'®**2°

In Section 2, we review the solvation free energy calculation
relevant to the present study and then we describe the methods
employed here for calculating the solvation free energy of
amphiphilic solutes in water and the three contributions to
w*. Computational details are described in Section 3 and results
and discussion are presented in Section 4. Conclusions are
given in Section 5.

2 Theoretical background
2.1 Solvation free energy calculations

The solvation free energy u* of a solute molecule in a solu-
tion may be defined as the excess of the free energy change,
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u(p) — u'4(p'?), in transferring the solute molecule from an ideal
gas of solute concentration p'® to the solution of concentration
p over the free energy change, kTIn(p/p'?), simply due to the
concentration difference: u* = u(p) — ©'%(p'Y) — kTIn(p/p'Y),
where p* and p'® are the chemical potential of the solute in the
solution and in the ideal gas phase. The y* may also be defined
as the excess chemical potential of the solute species, u(p) —
1%(p), with 1! the chemical potential of the solute behaving as
an ideal gas with the same concentration. The two definitions
are equivalent.

The simplest approach to the solvation free energy of a
simple solute, i.e., a molecule with no intramolecular degrees
of freedom, is the Widom test-particle insertion method, which
is based on the potential distribution theorem:**

§r = —KTIn{e” "), )

where YV is the interaction energy of the solute molecule (called
a test particle) with all the other molecules, k is the Boltzmann
constant, and T'is the absolute temperature. The average (- - -) is
the one with the Boltzmann factor for the system without the
test particle. Eqn (1) is of fundamental importance in the
solvation free energy calculation and in the development of
mean-field theory of liquids.'® In a general framework of the
free energy calculation, eqn (1) is a particular example of the
following expression for the free energy difference F;, — F,
between states 1 and 0 with the potentials ¥, and Y,
respectively:>>

F, —Fy= —kT1H<€7(%7TO)/kT>0 = kT1n<e(TrlP0)/kT>1! (2)

where subscripts 0 and 1 indicate the ensemble average for
states 0 and 1, respectively.

The test-particle method, eqn (1), would not be applicable
for solute molecules which are significantly larger than solvent
molecules, for then the numerical evaluation of (e~ */*") would
be practically impossible. Instead, the thermodynamics inte-
gration and multi-step perturbation methods are valid for large,
complex solute molecules. One then deals with equilibrium
configurations at a series of intermediate states connecting the
initial and final states, and the greater the number of inter-
mediate states the more numerically accurate the resulting
free energy difference between the initial and finial states.
The computational cost is, however, proportional to the num-
ber of intermediate states. Therefore, there is a reason for
eliminating intermediate states as much as possible while
keeping the numerical accuracy to an acceptable level.

Several methods were developed in that direction.** 2 The
basic strategy is that one chooses a reference state such that the
free energy difference between the reference state and the
initial (or final) state is accurately obtained using a single-
step method and then one calculates the free energy difference
between the reference state and the final (or initial) state using
a multi-step method. These methods have been used to com-
pute free energy differences including the solvation free ener-
gies and the protein-ligand relative binding free energies.>’*®
Furthermore, a free energy difference between two states,
which is not accurately obtained by the single-step method,
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may be computed by the linear interaction energy method."**°
For example, the method has been applied to compute the
electrostatic contribution to the solvation and binding free
energies. Note that this method is based on the assumption
of the linear response property, and so it is an approximation.
Here we calculate the solvation free energies of the amphi-
philic solutes in water at infinite dilution by introducing two
intermediate “states of a solute” between the initial and final
ones. The initial and final states are, respectively, the system in
which all the solute-solvent interactions are absent and the one
in which the solute interacts with the solvent via full potentials.
One of the two intermediate states is the system in which the
solute molecule interacts with water via purely repulsive poten-
tials and the other is the system in which the solute interacts
with water solely via the van der Waals forces. The motivation
for the choice of the intermediate states and the methods for
calculating the free energy differences are described below.

2.2 Decomposition of the solvation free energy

Amphiphilic molecules are composed of hydrophobic and
hydrophilic moieties. The solvation free energy of such a
molecule can be divided into nonpolar and electrostatic con-
tributions:

:u* = H;()npolar + ﬂ:lv (3)

;onpolar

nonpolar species of the same molecular structure as the

amphiphile and p is the contribution to p* arising from the

electrostatic interactions between partial charges on atoms in
the amphiphilic molecule and those in water molecules.

Moreover, one can decompose the nonpolar contribution as

where u is the solvation free energy of a hypothetical

:uflonpolar = luzav + ”;llw (4)

*

v 1s the solvation free energy of a solute interacting
with surrounding water only via a short-range repulsive
potential ¥.,,, which is essentially the work of cavity formation,
i.e., the free energy for creating a cavity in the solvent that just
fits the solute molecule; and u,,. is the contribution from the
long-range weak attractive potential ¥, between the nonpolar
solute and surrounding water. Applying eqn (2) for the free
energy difference, one has

where

s = KT (/AT (5)

where the subscript “vdW” means that the average is taken
with the Boltzmann factor for the system in which the solute
interacts with water via the van der Waals force of the potential
Yeav t Yarer

The electrostatic contribution in eqn (3) is written as

#y = —kTIn(e /T (6)

where ¥, is the total Coulombic potential energy due to the
solute-solvent electrostatic interactions. Equivalently, applying
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the general relation (2), ) is expressed as
#a = KTIn(e" /T | 7)
ull

where (- - -}g,; means the average with the Boltzmann factor for
the system in which the amphiphilic solute interacts with water
via the full potential ¥ = Vcay + Parer + Per. We shall call (- - ) cay,
-+ “)vaw, and (---)gu, respectively, the ensemble average with
the repulsive, vdW, and full potential. From the two expressions
for u;, one also obtains

nen ) () )

Ha =
All the equations above are exact relationships.

2.3 /Qav’ M;ttr and :uZl

The basic principle upon which one can understand qualita-
tively properties of a liquid near its triple point is that the short-
range strong repulsive forces between molecules determine the
structure of the liquid while the relatively long-range weak
attractive forces exerted on a molecule by its neighbors largely
cancel and thus basically provide the central molecule a deep
uniform background potential.'® (This idea is the origin of
what is called the van der Waals picture of liquids*® and
naturally leads to the mean-field approximation of liquids,
which we will also utilize below.) Therefore, it is a reasonable
attempt to treat the attractive interactions between a solute
molecule and solvent molecules by using the single-step per-
turbation method. The formation of a cavity in the solvent, on
the other hand, should not be considered as a perturbation to
the pure solvent. Following this physical reasoning, we always
evaluate p,, using the thermodynamic integration method or
the BAR method, both of which require simulations at many
intermediate states, while we obtain . and uf by computing
the right-hand sides of eqn (5) and (6), which require simula-
tions at a single state.

The mean field approximation of liquids has been developed
based on the basic principle described above. Using this
approximation to the attractive part of the van der Waals
interactions, eqn (5) is now

'u:;tlr ~ <lPattr>cav (9)

(10)

The two equations should be equally valid within the mean-
field approximation because the structure of the solvent is
assumed to be unaffected by the presence of weak attractive
forces between the solute and the surrounding solvent mole-
cules. The structure of a complex liquid such as water is not
entirely determined by short-range repulsions. Nevertheless,
the validity of eqn (10) has been confirmed for a simple
hydrophobic molecule in water in wide ranges of temperature,
pressure, and salt concentrations.™*

Similarly, if the structure of the solvent around the hypothe-
tical nonpolar solute and that around the actual amphiphilic
solute are basically the same, one would be able to approximate

tg by

~ (Vattr)vaw-
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(11)

(12)

ter = (Pel)vaw

~ (el un-

In the present study, we will examine the validity of the
mean-field approximations for temperature and pressure
dependences of the solvation free energy of amphiphiles. It
will be seen that eqn (10) is a good approximation while neither
eqn (11) nor (12) is. The reason for the mean-field approxi-
mation for u}; being invalid is that the structure of the solvent
around the hypothetical nonpolar solute and that around the
amphiphilic solute are not basically the same. It is generally the
case that (V) < 3 < (Pel)ygw < 0-

A systematic way to improve the mean-field approximations
for p) is to make use of the following expression derived from
the cumulant expansions®' of eqn (8),

* 1 1
ta = 5[(Pethaw + (Pet)run] = gm((Fer — (Pet)vaw))vaw

T

4kT (Pet)pun) D + -+

(13)
If the variance of the electrostatic potential ¥ in the ensemble
with the vdW potential is equal to that in the ensemble with the
full potential, one finds

= { lpCl)vdW;<lPCl>full’ (14)
which is called the linear response approximation for the
electrostatic contribution."® The validity of the linear response
approximation has been examined for a variety of solute
species, and a semi-empirical way to improve the approxi-
mation has been proposed.?*3?

3 Computational details

The solvation free energies of the two amphiphilic solutes and
the potential energies for the solute-solvent interactions were
obtained from isobaric-isothermal molecular dynamics (MD)
simulations. The cubic simulation cell under the standard
periodic boundary conditions contains one amphiphilic solute
molecule, methanol or 1,2-hexanediol (HeD), and 1000 water
molecules. The model water is the TIP4P/2005%* and the model
alcohols are of the TraPPE united atom force field.**® The
alcohol-water site-site pair potentials are the sum of the
Lennard-Jones (L]J) potential and the Coulombic potential.
The LJ parameters for pairs of unlike interaction sites are those
given by the Lorentz-Berthelot combining rule. The L] poten-
tials are truncated at 14 A and the electrostatic interactions are
calculated by the particle mesh Ewald method with a real space
cut-off of 14 A. The sides of the simulation box are always
greater than twice the cut-off distance. The simulation time
step is 1 fs. The temperature and pressure of the system are
controlled by the Nosé-Hoover thermostat and the Parrinello-
Rahman method. All the MD simulations were performed by
GROMACS 2018.3.
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The solvation free energies and other quantities were
obtained as a function of temperature at 1 bar and as a function
of pressure at 300 K. The temperatures and pressures at which
MD simulations were performed are as follows: T = 260, 280,
300, 320, 340, 360, 380, 400 K at 1 bar; p = 1, 1000, 2000, 3000,
6000 bar at 300 K.

The BAR method was employed for calculating p* and p,,,
separately. The results of the BAR method may be considered as
the reference data with the highest accuracy. When calculating
¥, the BAR method was applied successively to piy, .1, and g,

ar
the sum of which gives p*. The intermediate states for the

calculation of ug,...,, are described by the pair potential
between interaction sites of solute and water molecules:

12 6

g

4)¢ — ,
(0.566(1 — 4) +r6)*  0.50%(1 —2) + 76

(15)

where ¢ and ¢ are the L] parameters for a pair of interaction
sites and r is the site-site distance. Note that in the case of HeD,
there are intramolecular electrostatic interactions and those are
present at full strength in the intermediate states. The para-
meter 4 ranges from 0 to 1 with an interval of 0.1. Likewise,
intermediate states are introduced for the calculation of pJ,
where the site-site pair potential is of the form:

040" 0)] %2

where ¢, is the dielectric constant in vacuum and ¢; and g; are
the charges on the interaction sites 7,j of the solute and water,
respectively. The parameter A ranges from 0.1 to 1 with an
interval of 0.1. Note that the vdW potential V., + Pt is the
sum of @nonpolar,i=1(r) over all site-site pairs and the full
potential ¥ is the sum of ¢,;_4(7).

The u,, is the solvation free energy of a solute molecule
which interacts with water molecules via the repulsive part of
the Weeks-Chandler-Andersen (WCA) site-site pair potential,

Pwealr) = 48{(%)12_6)6} +e r< 2%5
0

othewise

o

d)nonpolar,/l (’) =

(16)

17)

The potential V., is the sum of ¢wca(r) over all site-site pairs.
In the BAR calculation of yf,, we used 19 intermediate states in
addition to the initial and final states. The intermediate site-
site pair potential ¢wca,,(r) has a form analogous to eqn (15)
and changes from 0 to ¢wca(7) with 4 varying from 0 to 1 with
the interval of 0.05. At each intermediate state in the BAR
calculations, a 1 ns equilibration run was followed by a 1 ns
production run, and equilibrium configurations were sampled
every 50 steps during the production run.

The average potential energies due to the solute-solvent
attractive interactions were obtained from the MD simulations
for the ensembles with the vdW and full potentials. In both
ensembles, equilibrium configurations were sampled every 50
steps during a production run of 5 ns.
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4 Results and discussion
4.1 Nonpolar contribution ., as a function of T and p

Here we show the results for ,u;(mpolar, the nonpolar contribu-
tion to p* as defined in eqn (3), and those for u,, and p,, in
eqn (4). The p,, was obtained from the BAR method. We shall
examine two routes to (i}, i.e., one via the exact expression (5)
and the other via the mean-field approximation (10) and
discuss the temperature and pressure dependences of
'u;onpolar’ Mzaw and “Zmr'

Plotted in Fig. 1 are py . ojars Heays a0 iy, for the hypothe-
tical nonpolar ‘“methanol” in water, all divided by kT, as
functions of temperature. It is seen that i, .1,,/kT increases
with temperature up to around 360 K and turns to decrease,
which indicates that the solubility (the Ostwald absorption
coefficient) is minimal at that temperature, a characteristic of
hydrophobic hydration. The results of eqn (5) and (10) are in
excellent agreement with those of the BAR method: the largest
deviation from u;,,.1,./KT (BAR) is 0.17 at 260 K for eqn (5)
and 0.45 at 260 K for eqn (10). The agreement of the mean-field
result with the BAR result indicates that the basic principle in
the theory of simple liquids holds even for the structure of
water around nonpolar, polyatomic molecules and that the
fluctuations in ¥, are not significant.

The plots in Fig. 1 also illustrate the following facts char-
acteristic of the hydrophobic hydration: (i) A large positive
value of yu},, and a large negative value of i, largely cancel
each other to give a small positive value of 11,105 (1) feay /KT
decreases monotonically with temperature and . /kT
increases monotonically with temperature; and (iii) the con-
cavity of u.,001,, /KT With respect to temperature comes from
the subtle difference between the temperature dependences of
W, /kT and p,./kT. The monotonic decrease of y,,/kT( > 0)
with increasing temperature at a fixed pressure is generally
observed for any solute in water, and we will see the same trend
for HeD in water as shown in Fig. 3(a). One can see this from

15 C T T T T T T T T ]
¢ L 2 *Q * .
Hcav 2 <
10 [ kT ’ 1
5F 4
0 | T %M ([J:BAR, A\ :eqn5, \V :eqn 10) i
iy g
T aB 1
5F -
-10 | 7

260 280 300 320 340 360 380 400
T/K

Fig. 1 Temperature dependences of u; o0 /KT tay /KT, and pig /KT for
methanol in water at 1 bar. The inset shows the results for u . o1 /KT
alone.
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the identity u},,/kT = —InP,, with P.,, being the probability of
finding a cavity in water that can accommodate the solute
molecule in question. This probability increases as the number
density of water decreases. Therefore, as T increases at fixed p,
the solvent density decreases, P, increases, and u,,/kT
decreases.

Fig. 2 shows the pressure dependence of pi., ., /kT for
methanol along with those of u,,/kT and .. /kT. The pres-
sure range is 1 to 6000 bar and the temperature is fixed at
300 K. The results obtained from the two routes to . /kT,
eqn (5) and (10), are in good agreement with the BAR results:
the largest deviation from s, .,/kKT (BAR) is 0.12 for eqn (5)
and is 0.32 for eqn (10). As the pressure increases, u’,,/kT
increases monotonically while %, /kT decreases monotoni-
cally; but the rate of change with pressure is much greater for
Heay than for uy., and s0 (g, nporar/OP) 7 is only slightly smaller

ar

than the corresponding derivative of ;. Note that in general
(OMnonpolar/OP) 7 is the solvation volume v* = v — kTy of the
solute, where v is the partial molecular volume v and y is the
isothermal compressibility. Thus, we have (I ,np010r/P) 7 =
and (@‘&v/ap)r =

vV cav

nonpolar for the nonpolar solute and the
purely repulsive solute, respectively. Numerical values of
Vonpolar @1d Vg, for methanol in water are given in Table 1.
Both the single-step perturbation method (5) and the mean-
field approximation (10) give accurate values for y;,.1,,/k7 in
the wide range of pressure. It is generally true for any solute in
water that (Ouf,,/0p)r = v, is positive. One can see this also
for HeD in water (Fig. 3(b)). As remarked in connection with the
temperature dependence of u},,/kT, ui,, = —kT In Py. Thus,
as p increases, the solvent density increases, P.,, decreases, and
U,y increases.

The other amphiphilic solute, HeD, has a hydrophobic tail
with six carbon atoms and two hydrophilic heads. Fig. 3a shows
the temperature dependence Of w01 /KTy Hey /KT, and
Hay/kT for HeD in water. The magnitude of .1, /kT at

any given state is larger than that for methanol. This is simply

N
()}
T
’.
1

20 + kT V'S .
. *
15 4
S 4
10 -
Sr M(D:BAR,A:ean,V:eqnm)_
kT
0 . -
-5 [ * 7
Y %(*’:eqns,o:eqnw) |
1 1 1 1 1 1 @
0 1000 2000 3000 4000 5000 6000
p/ bar
Fig. 2 Pressure dependences Of piyouotar /AT, /KT, and g /kT for

methanol in water at 300 K.
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Table 1 The solvation properties of methanol and HeD at 300 K, 1 bar
/,l*/kT 'uzav/kT #;onpolar/kT H;l/kT H*[kT S*/k H;l/kT S;l/k
Methanol —8.37 13.2 2.94 —11.3 —16.8 —8.43 —-11.3 ~0
HeD —14.4 33.3 5.21 —19.6 —37.3 —22.8 —23.5 —3.83
v*/10~% nm® Ky/1072 nm? Hhonpolar/ 1072 nm?
Methanol 5.66 7.95 6.36
HeD 18.3 25.7 20.1
a T T T T T T b T T T
® & . o ¢
30 - " L 2 5 - -
Héav * <> * 60
kT
20 - 5
40 - ]
10 - :
20 - b
0r POlar (. BAR, A :eqns, V teqn10) |
kT
-10 1 0r 1
-20 :
-20 b
B0F L e (*:eqn5,0:eqn10) | o x5
- | 1 Il 1 Il 1 1 Il —40 C Il 1 Il {I’ Il 1 $ ]
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Fig. 3 Temperature and pressure dependences of y

‘nonpolar

/kT for HeD in water: (a) temperature dependence at 1 bar and (b) pressure dependence at 300 K. The

results of BAR (OJ), the single-step perturbation (5) (A), and the mean-field approximation (10) (V) are shown. The inset in (@) shows the results for i1, /KT alone.

because the molecular volume and surface area of HeD are
larger. As a function of temperature, .. .../kT is concave
downward and it is maximal at around 360 K, the same
temperature as fo,.0,,/kK7T for methanol is maximal. The
single-step perturbation method gives accurate results for
/kT; the mean-field approximation underestimates
Hponpolar/k T The largest deviation from the BAR results is
0.55 for eqn (5) and 1.97 for eqn (10). The apparent
deviation of the mean-field approximation from the BAR
result does not mean that the approximation for i,
becomes invalid for large solutes; its relative accuracy remains
the same for the two nonpolar solutes. The relative deviation
[t (BAR) — i (mean-field)] /i, (BAR) is 2.5-4.9% for
methanol and is 3.9-6.4% for HeD.

As seen in the insets in Fig. 1 and Fig. 3(a), the temperature
dependence of 1,01, /kT is greater for HeD than for metha-

*
'unonpolar

nol in the temperature range up to the temperature of max-
imum y;,01.,/K T, which is close to 360 K. This is mainly due
to the difference in molecular size. From the solvation thermo-
dynamics, the following identity holds for any solute in any
solvent: O(u*/T)/0T = —(1/T*)H*, where H* is the solvation
enthalpy of the solute fixed in space under constant pressure
and temperature. The larger the nonpolar solute the more
negative the solvation enthalpy of the solute, because the
dispersion interaction between a nonpolar solute and water
molecules is stronger for a larger solute. For both methanol and

31112 | Phys. Chem. Chem. Phys., 2023, 25, 31107-31117

HeD, Uponpoler/KT is maximal at around 360 K. It might be a
coincidence or it is possible that such a common temperature
exists for a group of hydrocarbons.

Fig. 3b shows the pressure dependence of ;... /KT for
HeD. It increases linearly as the pressure increases. The result
of eqn (5) is in good agreement with the BAR result, and the
result of eqn (10) again underestimates the BAR result; but the
deviation from the reference BAR data is at most 1.59 for the
mean-field approximation (10). The value of (I onpo10r/OP) 7 =

Vhonpolar fOL the “nonpolar” HeD is found to be three times
larger than vy, ., for methanol (Table 1).

Summarizing the above results, the use of eqn (5) for evaluat-
ing .. proves to be very effective for both the small and large
nonpolar solutes. The mean-field approximation, eqn (10), is less
accurate than eqn (5). Furthermore, we confirmed that (‘) cav
and (Yau)vaw are, respectively, smaller (more negative) and
greater (less negative) than the exact value of .., which is
consistent with the Gibbs-Bogoliubov inequality,***°

(Pattr)cav < ]CT1n<e%m/kT>vdW (18)

=< < lPattr) vdw:

4.2 Electrostatic contribution 1 as a function of T and p

The electrostatic contribution p; is the difference in the solva-
tion free energy between the solute of interest and the hypothe-
tical nonpolar one. One could in principle evaluate p; using
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either eqn (6), (7), (11), or (12). These routes to yx; are much
more efficient than the BAR method. In practice, however, their
results would notably deviate from the accurate BAR results.
Here we examine three methods for calculating u. The first
method is to use eqn (8). We call it the perturbation combining
method (PC) as eqn (8) combines the two exact perturbation
formulae. The PC method is expected to be more accurate than
the forward or reverse perturbation method because numerical
errors for the two perturbation methods cancel each other out
to some extent when combined. The second method is the
linear response (LR) approximation (14). The LR method is
effective for ionic solutes but not for polar ones.*> An empirical
way to improve eqn (14) is to replace 1/2 in the equation by
some parameter f, i.e., to employ

pa ~ B er)yaw+(Pet)fun) (19)
where, in the present study, the parameter f is chosen such that
eqn (19) holds exactly at a reference state, 300 K and 1 bar. We
call this the modified linear response (mLR) method.

Fig. 4 shows temperature and pressure dependences of
wy/kT for methanol in water as obtained from the PC, LR,
mLR, and BAR methods. It is found that the PC method gives
overall accurate results: the largest deviation from the BAR data
is 1.65 for the temperature dependence and 1.34 for the
pressure dependence. On the other hand, the LR method gives
consistently lower values than the BAR results both for tem-
perature and pressure dependences. This indicates that the
variance of the Coulomb potential energy in the ensemble with
the vdW potential is largely different from that in the ensemble
with the full potential. The results of the mLR method
(Bmethanol = 0.374) are in good agreement with the BAR results:
the largest deviation, in units of kT, is 0.966 and 0.442 for the
temperature and pressure dependence, respectively.

Fig. 5 shows the temperature and pressure dependence of
wh/kT of HeD in water. As in the case of methanol, the LR
method is the least accurate among the three. The mLR method

a -6 T T T T T
8| .
-10 - b
=
=
~ =12 | = |
<
’§ B \ |
A4 Py BAR —3—
e
16 perturbation combining, eqn8 A |
; linear response, eqn 14/
18 =
\4
-20 L 1 L | 1 1 1 L
260 280 300 320 340 360 380 400
T/K

View Article Online

Paper

(Buep = 0.347) reproduces the BAR results very well for both the
temperature and pressure dependence. The largest deviation
from the BAR results is 1.20 and 0.387 for the temperature and
pressure dependence, respectively. The PC method, which has
no adjustable parameter, gives overall much more accurate
results than the LR method. The largest deviation from the
BAR values is 2.90 and 2.66 for the temperature and pressure
dependence, respectively.

The temperature derivatives [0(u;/kT)/0T], for methanol
and HeD at 300 K are found to be 0.0377 K~ ' and 0.0783 K™ ',
respectively. The ratio of these values is close to 1:2, which
coincides with the ratio of the number of OH groups in these
alcohols. This suggests that the contribution of each hydro-
philic group to [0(w;/kT)/0T], is additive.

4.3 The solvation free energy p* as a function of T and p

We present here the solvation free energy 1" = piy 010 + Ko fOI
methanol and HeD in water as a function of 7 and p. Remem-
ber that pi .1, 1S further divided into ug,, and .. The results
for u* are those obtained from three methods. Since y,, was
evaluated using the BAR method in any case, the three methods
differ only in the ways of evaluating p,. and p. In the first
method, 1, is calculated by eqn (5) and &, by eqn (8), thus the
method uses exact relationships only. We shall refer to the first
route to u* as the PC method. In the second method, which is
referred to as the mean-field + linear response (MF + LR)
method, p;,, is evaluated by eqn (10) and p; is calculated by
eqn (14). Finally in the third method, which we call the mean-
field+ modified linear response (MF + mLR) method, . is
evaluated by eqn (10) and y;; by eqn (19).

Fig. 6 shows p*/kT for methanol in water as a function of
temperature and pressure. The results of the MF + mLR method
are in excellent agreement with those of the BAR method for the
wide ranges of temperature and pressure. It is because the
mean-field approximation is very effective for nonpolar solutes
and because the modified linear response method has a single

b T T T T
-10 - b
1+ l
-12 - =
s
x
= 13 1 E
X
14 + -
O G - 1
16 | Vv o
1 1 1 1 1 | 1
0 1000 2000 3000 4000 5000 6000
p/ bar

Fig. 4 Temperature and pressure dependence of p, the electrostatic contribution to the solvation free energy of methanol in water: (a) 1 /kT vs. T at
1 bar and (b) p/kT vs. p at 300 K. The results of the perturbation combining (eqn (8)), linear response (eqn (14)), modified linear response (eqn (19))
methods, and the numerically exact results (black squares) are plotted. The parameter fmethanot in €dn (19) is 0.374, which was determined at 300 K and

1 bar.
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Fig. 5 Temperature and pressure dependence of u; of HeD in water: (a) u}y /kT vs. T at 1 bar and (b) u; /kT vs. p at 300 K. The results of the perturbation
combining (eqgn (8)), linear response (egn (14)), modified linear response (egn (19)) methods, and the numerically exact results (black squares) are plotted.
The parameter fuep in egn (19) is 0.347, which was determined at 300 K and 1 bar.
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Fig. 6 Temperature and pressure dependence of p*, the total solvation free energy for methanol in water: (a) u*/kT vs. T at 1 bar and (b) u*/kT vs. p at
300 K. The result of the perturbation combining (PC), the mean-field approximation + linear response (MF + LR), the mean-field approximation +
modified linear response (MF + mLR) methods, and the numerically exact results (black squares) are plotted. The parameter fmethanol iN the modified
linear response method is 0.374, which was determined such that eqn (19) holds exactly at 300 K and 1 bar.

adjustable parameter . The results derived from the PC
method are in good agreement with the BAR results. The
MF + LR method gives overall the least accurate results. The
reason is, as we saw above, that the linear response method for
the electrostatic contribution gives large errors. In the PC
method, the largest deviation from the BAR result is 1.66 for
the temperature dependence and 1.40 for the pressure depen-
dence; in the MF + mLR method, it is 0.97 for the temperature
dependence and 0.44 for the pressure dependence. We note
that the maximum of u;., .,,/kT with respect to T in the
temperature range disappears when the electrostatic contribu-
tion is added.

Fig. 7 shows the results for HeD. The relative degrees of
accuracy of the three methods are the same as those for
methanol. With the PC method the largest deviation from the
exact results is 2.89 and 2.65 for the temperature and pressure
dependence, respectively; In the MF + mLR it is 1.20 and 0.39

31114 | Phys. Chem. Chem. Phys., 2023, 25, 31107-31117

for the temperature and pressure dependence, respectively. It is
found that p*/kT as a function of T does not exhibit a maximum
in the temperature range. We have observed in Fig. 3 that there
is a maximum of y;.,..1,,/KT in the same temperature range.
The absence of the maximum of y*/kT is due to the near-linear
temperature dependence of p%/kT (Fig. 5). It has been
remarked by Cerdeirifia and Debenedetti*" that the tempera-
ture of the maximum density of water is a necessary condition
for the solubility minimum or, equivalently, the maximum of
u*/kT; but it is not a sufficient condition as one finds no
solubility minima for alcohols in water.

For HeD, the results from the PC and MF + mLR methods
are very close to each other (Fig. 7(a)), but this might be a mere
coincidence. On the other hand, for methanol, the difference
between two sets of results from the two methods becomes
larger at lower temperatures (Fig. 6), and the same trend is
found for u},/kT in Fig. 4.
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Fig. 7 Temperature and pressure dependence of u* of HeD in water: (a) u*/kT vs. T at lbar and (b) u*/kT vs. p at 300 K The result of the perturbation
combining (PC), the mean-field approximation + linear response (MF + LR), the mean-field approximation + modified linear response (MF + mLR)
methods, and the numerically exact results (black squares) are plotted. The parameter Sep in the modified linear response method is 0.374, which was

determined such that egn (19) holds exactly at 300 K and 1 bar.

Table 1 lists the solvation thermodynamic quantities for the
two alcohols. The temperature derivatives of u* are related to
changes in the enthalpy and entropy associated with the
solvation process in which the volume of the system changes

by v*:
o), =)
e (2T s ().
o1)T ), ar ),
Note that these H* and S* differ from the solvation enthalpy /;
and entropy s, defined in ref. 42. The latter two are defined for

(20)

the solvation process in which the volume changes by the
partial molecular volume v,. The numerical results in Table 1
demonstrate that y* for each alcohol is negative because H* is
more negative than TS* in contrast to the fact that u* for a
nonpolar solute is positive because H* is less negative than T'S*.
We also evaluated A} and S, which are analogously defined by
the temperature derivatives of ujj. Note that Hj for HeD is
approximately twice as large as that for methanol. This is
mainly due to the fact that HeD has two OH groups while
methanol has one, and this explains our earlier observation
that the slope of u/kT against T is twice larger for HeD than
for methanol. As regards the solvation volume, we find that
Vaonpolar/ Veay A 0.8 and v* /v, ~ 0.7 for both alcohols. The con-

tributions of the vdW forces and the electrostatic interactions

5
cav

: % % 5 * % %
are respectlvely Vattr = Vnonpolar ~ Veav and Vg =V — Vnonpo]ar‘ For

each alcohol, |vi.| > |vi|, i.e., the effect of the van der Waals
interactions on the reduction of v

cav

is greater than the effect of

*

the electrostatic interactions on the reduction of Vhonpolar*

5 Conclusions

The solvation free energies u* of amphiphilic solute species,
methanol and HeD, in water were calculated as functions of
temperature and as those of pressure. The solvation process
of any amphiphile may be divided into three steps, cavity

This journal is © the Owner Societies 2023

formation in water (insertion of a purely repulsive molecule
in the solvent), addition of the van der Waals attractive force to
the repulsive solute-water interactions, and addition of the
electrostatic interactions to the nonpolar solute-water interac-
tions. The first, second, and third steps give u,,, i, and p,
respectively. The sum of the first two is the solvation free energy
Hnonpolar OF the hypothetical nonpolar solute and the sum of the
three is p*.

We assessed the relative accuracy of the free-energy calcula-
tion methods based on exact and approximate formulae with
respect to the accurate yet time-consuming BAR method. The
following conclusions were derived.

First, the mean-field approximation, eqn (10), works reason-
ably well for polyatomic nonpolar solutes as large as the size of
hexanediol. Its validity is known for the hydration of small
solutes such as methane but it has not been checked for larger
nonpolar solutes before. The relative errors in p,,./kT to the
exact results are more or less the same for the two solutes: 2.5-
4.9% for methanol and 3.9-6.4% for HeD. This indicates that
the basic assumption holds for complex, nonpolar solutes in
water, Ie., the structure of solvent molecules around a solute is
basically determined by the strong, short-range repulsive forces
between solute and solvent molecules.

Second, unlike y./kT, one cannot evaluate accurately the
contribution puj; of the electrostatic interactions using the
mean-field approximation and the single-step perturbation.
The modified linear response (mLR) method, eqn (19), best
reproduces the temperature and pressure dependences of 7,
but it should be noted that it has one fitting parameter . On
the other hand, the perturbation combining method, eqn (8),
with no fitting parameter works sufficiently well over the wide
ranges of temperature and pressure.

Third, we assessed the three methods, MF + LR, MF + mLR,
and PC, to calculate p* = pul,, + fin, + p5. In the first two
methods “MF” denotes the mean-field approximation for .
and the “LR” and “mLR” represent the linear response and
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modified linear response approximations for p. The PC
method uses the perturbation method for . and the pertur-
bation combining formulae for ;. Overall, both the MF + mLR
and PC methods are able to reproduce equally well the tem-
perature and pressure dependences of u*, but given the fact
that the former relies on the approximation for uj; with the
fitting parameter, one may conclude that the PC method is
superior to the other approximations. We note that the success
of the PC method is due to the cancellation of errors in the two
terms in eqn (8). If the PC method is found to be effective for
solute species with different sizes, shapes, and degrees of
hydrophobicity, we could employ it instead of the commonly
used BAR method. Its applicability to a variety of amphiphiles
must be examined in future work.

The division of u* into p,,, i}, and u;; helps us understand
the temperature and pressure dependences of y* of alcohols in
water. In general, there is the temperature of maximum p*/kT
for a nonpolar solute in water, or equivalently the temperature
of the solubility minimum (the Ostwald absorption coefficient)
at atmospheric pressure; however, ;*/kT for an amphiphile with
one or two OH groups monotonically increases. This is because
te /KT is near-linear in T, uy,,o1,,/kT is a concave function of
T with a maximum at some temperature, and the electrostatic
term is sufficiently large to suppress the otherwise existing
maximum.

The solvation volume v*, the pressure derivative of y* at fixed 7,
is nearly constant for both alcohols in the wide range of pressures.
The main factor determining v* is v, as anticipated and the
electrostatic interaction has the smallest contribution to v*. The
ratios of vy, Vonpolar» ad v* for methanol and HeD is found to be

v~ 1:0.8:0.7. We believe that the coin-

cav?

the same:vy,,  Viguopar -
cidence is due to a particular choice of the two alcohols. We also
find that the value of H}/kT of HeD is approximately twice larger
than that of methanol. This seems to suggest that the contributions
of hydrophilic groups to the solvation enthalpy are additive. This
hypothesis should be checked by experiment for dilute aqueous

solutions of amphiphiles.
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