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On the nature of inter-anion coinage bonds†

Jiayao Li,a Qiuyan Feng,a Changwei Wang*a and Yirong Mo *b

To explore the binding energy profiles and elucidate the bonding nature in counter-intuitive anion� � �anion

coinage bonds (CiBs), thirty-one complexes were constructed, and the inter-anion CiBs were studied

theoretically. The metastability was evidenced by the characteristic potential wells in six cases, demonstrating

that anions [Au(CN)4]�, [Ag(CN)2]� and [AuO]� are appropriate building blocks for CiBs. The kinetic stability

was further supported by ab initio molecular dynamics (AIMD) simulations and the analyses based on the

local vibrational mode and quantum theory of atoms in molecules (QTAIM) methods. The anion� � �anion CiBs

in the dimers of [AuCl4]� and [Au(CN)4]� previously observed in condensed phases were confirmed to be

thoroughly repulsive under vacuum, but turned attractive in the crystal environment which was simulated

using the solvation model based on density (SMD). However, the intrinsic strength of the inter-anion bonding

is barely variated by the environment, as it is the combination of the inter-anion interaction and the

environment effect that stabilizes the anion pairs. The block-localized wavefunction (BLW) method and its

corresponding energy decomposition (BLW-ED) approach were further employed aiming at a chemically

meaningful explanation for these counterintuitive phenomena. By inspecting the profiles of energy

components, we identified the vital distinction between inter-anion CiBs and conventional non-covalent

interactions lying in the electrostatic interaction, which variates nonmonotonically in the inter-anion

complexes. The electrostatic interaction also dominates the depth of potential wells, which is commonly

used to evaluate the kinetic stability, while Pauli exchange repulsion is the most repulsive factor preventing

the formation of anion adducts. The importance of the Pauli exchange repulsion was further highlighted by

comparing cases with and without metastability, in which the absence of a potential well is solely caused by

the enhancement of the Pauli exchange repulsion.

1 Introduction

The spectrum of the noncovalent interactions has been remark-
ably expanded with newly recognized types, among which
elements of both the p and d blocks on the periodic table can
be directly involved as electrophilic sites.1–11 Particularly, coin-
age bonds (CiBs, or regium bonds),12,13 which refer to the
close–shell interaction between the electron-deficient region
on a coinage atom and the nucleophilic center of a Lewis base
and have been determined and applied experimentally,14–17

attract attention for their unusual nature. Unconventional
cases or findings challenge and eventually enrich our under-
standing of noncovalent interactions even for the classical
hydrogen bond.18–20 A prominent example is the counterintuitive

inter-anion hydrogen bond,18,21–26 which has already been utilized
as a novel architectural linker in experimental studies.23,27–32

The inter-anion hydrogen bond challenges the classical electro-
static model and the force field description of hydrogen bonds,
given the incredible Coulombic repulsion between anions.33,34

Similarly, inter-anion halogen bonds were also confirmed
experimentally,20,35–37 after pioneering theoretical predictions.20

So far, the inter-anion/cation hydrogen bond, halogen bonds and
many others have been well explored,18,23,24,27,30–32,35,38–67 forming
a diverse family of counterintuitive bonding. The inter-anion CiB
term was first coined by Daolio et al.,14 who studied the crystal
structures containing tetrachloridoaurates and subsequently char-
acterized the Au� � �Cl short contact between [AuCl4]� anions by
employing the quantum theory of atom in molecule (QTAIM)68,69

and natural bond orbital (NBO) theories.70–75 Notably, coinage
metal complexes exhibit different oxidation states for central
metals and various geometries, and may involve undiscovered
inter-anion CiBs. Elucidating the nature of chemical bonds invol-
ving transition metals is also challenging due to their specific
electronic structures.76–84

The history of CiBs may date back to the year 2000, when
the Gerry lab studied the microwave spectra of Rg� � �M–X
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complexes, where Rg, M and X stand for rare gas, group 11 and
halogen atoms respectively.85–90 Complexes formed between
M–X and a series of Lewis bases have been determined in
experimental studies ever since.91–95 Moreover, the Au� � �Cl
bonding was spotted in the cytosine-derived gold(III) complex,
according to the X-ray characterization and NBO analysis.96

Various theoretical studies were carried out aiming at elucida-
ting the bonding nature of CiBs, and the electrostatic model
based on the s-hole concept was usually adopted.12,13,97–99

Before the remarkable work of Daolio et al.,14 other earlier
experimental evidence for inter-anion CiBs can be found in the
studies of the Leznoff group, who built coordination polymers
using the [Au(CN)4]� units,100 and analyzed the Au� � �N inter-
action systematically in a subsequent work.101

Theoretical investigations of inter-anion CiBs can follow the
example of inter-anion hydrogen bonds, which have been
intensively studied. Inter-anion hydrogen bonds can be ana-
lyzed from the perspectives of energy, force constant and
electron density. The energy indicator was first introduced by
Mata et al., who explored the energy profile along the inter-
anion distance and found that there is a local minimum
followed by a transition state (TS) impending the anion adduct
from dissociation.22 Hence, the energy difference between the
local minimum and TS (well-depth) serves as an energy
measurement for the metastability. Alternatively, the local
bond stretching force constant,102–105 which is an ‘‘in situ’’
descriptor for the strength of a specified chemical bond,106–112

has been utilized to describe the inter-anion hydrogen
bonds.113 Criteria for the inter-anion phenomena have also
been developed based on the QTAIM approach,68,69 which has
been broadly applied to from the interpretations of novel
chemical bonding114 to the developments of QM-based force
fields for large-scale molecular simulations.115,116 But the limi-
tations of the QTAIM theory can be exemplified by the con-
troversies over the H� � �H interaction in phenanthrene117,118

and a series of intramolecular interactions.119–121 Weinhold
and Klein argued that the electrostatic interaction cannot be
responsible for the inter-anion hydrogen bond, considering
the Coulombic repulsion between net charges. Instead they
proposed the charge transfer explanation and highlighted the
governing role of orbital interactions with their NBO method.70–75

But this charge transfer model was queried by Frenking and
Caramori,21 who stressed that it is unreliable to evaluate the
electrostatic interaction based on a fallacious model where
each entire anion is oversimplified to a point charge. There
are also concerns that the NBO method tends to overestimate
orbital interactions due to the non-optimization of bond
orbitals,21,33,122–124 and suffers from the basis set superposition
error (BSSE),125 though it has often been employed to probe
the conventional and inter-anion CiBs.12–14,98 By contrary,
the electrostatic explanation of the kinetic stability has been
supported by energy decomposition analyses (EDAs) with the
key role of the electrostatic interaction in well-depths
confirmed.20,113,126 Notably, Alkorta et al. found that inter-
anion interactions exhibit similar electron density distributions
which are characterized by a series of chemical descriptors,

to their conventional counterparts, which can be well under-
stood with the classical electrostatic model.24,37,127 Similarly, a
series of inter-cation non-covalent interactions have also been
studied with their origins analyzed.128–131

Obviously, theoretical methods with the capacity of quantify
inter-anion physical factors, especially, the electrostatic and
charge transfer interactions, are crucial for exploring the nature
of inter-anion CiBs and resolving controversies. Many EDA
methods have been developed and applied so far.132–142 However,
Foroutan-Nejad et al. pointed out that EDA approaches are path
dependent.143,144 Hence, it is necessary to examine the roles of
key physical factors in the chemical bonding from multiple
perspectives. For instance, the electrostatic interaction, which
is homologous in most EDA approaches,134,139,141,142,145–147 can
be simulated using atomic multipole expansions as in force
fields.148–151 For the electron transfer interaction, ab initio
valence bond (VB) theory152,153 is preferable since it uses
localized Lewis states to define a molecular wavefunction.
As the simplest variant of VB theory, the block-localized wave-
function (BLW) method154–156 retains the characteristics of VB
theory by using localized (fragmental) orbitals but simplifies
the wavefunction with a single determinant for computational
efficiency. Its energy decomposition (BLW-ED) approach157,158

has also been developed and applied to inter-anion hydrogen,
halogen and chalcogen bonds.20,54,113

In this work, we intend to probe the nature of counter-
intuitive interactions in inter-anion CiBs theoretically. Represen-
tative coinage metal-containing anions with different geometries
and oxidation states for central metals were selected14,15,159–162

and their interactions with a series of simple anions were
explored, with the goal of identifying new members of the
inter-anion CiBs. In addition, the inter-anion CiBs found in
crystal structures14,100,101 were inspected in vacuum and con-
densed phase by employing the solvation model based on
density (SMD).163 Subsequently, the metastability was further
examined using the QTAIM method,68,69 the local vibrational
mode theory,104,105,164–166 and the ab initio molecular dynamics
(AIMD) simulations. At last, key factors for the kinetic stability
were elucidated by employing the BLW-ED approach.157,158

2 Methods and computational details
2.1 BLW-ED approach

In the BLW-ED approach, the binding energy is defined as the
overall variation in energy upon the formation of a complex
from isolated and optimal monomers, and can be decomposed
into several physically meaningful components, as shown in
eqn (1). The deformation energy (DEdef) stands for the energy
cost to distort monomer structures from their free and optimal
states to the geometries in the complex. Bringing the deformed
monomers from infinity to their positions in the complex
without disturbing their respective electron densities leads to
the frozen energy (DEF), as defined in eqn (2), where the initial
block-localized state (CBLW0 in eqn (3)) is constructed using the
wavefunction of distorted monomers (F0

A and F0
B), and Â means
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the antisymmetric operator. The frozen energy can be further
separated into the electrostatic energy and Pauli exchange
repulsion at the Hartree–Fock (HF) level (eqn (2)).

DEb = DEdef + DEele + DEPauli + DEpol + DECT + DEec (1)

DEF = E(CBLW0) � E(F0
A) � E(F0

B) = DEele + DEPauli (2)

CBLW0 = Â(F0
AF

0
B) (3)

The electron densities of monomers can be adjusted within
each of them to respond to the electric field generated by
others. This process corresponds to the self-consistent optimi-
zation of the electron-localized state (CBLW in eqn (4)), and the
subsequent stability gained is defined as the polarization
energy (DEpol in eqn (5)). The complex can be further stabilized
by extending the movement of electrons to the entire complex,
and this delocalization leads to the final HF wavefunction. The
corresponding energy lowering is defined as the charge transfer
energy, supplemented by the basis set superposition error
(BSSE) (eqn (6)). Finally, the electron correlation contribution
is defined as the difference in electron correlation energy
between the complex and sum of deformed monomers (eqn (7)).
In this work, the domain based local pair natural orbital
coupled cluster method with single- and double-excitations
(DLPNO-CCSD)167 was employed for the calculation of electron
correlations. Moreover, the BBSE is also divided into the HF and
electron correlation parts, and assigned to the charge transfer
and electron correlation components correspondingly (eqn (6)
and (7)). Notably, the electron correlation term can be further
decomposed based on the local energy decomposition (LED)
analysis168 within the DLPNO-CCSD(T) framework. However, the
overall electron correlation is the least important contributor to
the metastability among all energy terms as will be demon-
strated, and therefore no further decomposition is conducted in
this work.

CBLW = Â(FAFB) (4)

DEpol = E(CBLW) � E(CBLW0) (5)

DECT = E(CHF) � E(CBLW) + BSSEHF (6)

DEec = EAB
corr � EA

corr � EB
corr + BSSEcorr (7)

To study the binding energy in the crystal state, the SMD
method is adopted to simulate the crystal environment. The
total energy of the system (ESMD in eqn (8)) is composed of the
internal energy of the focused complex (EI) and the energy of
complex-surrounding interaction (V), which is dominated by
the electrostatic forces. Therefore, the total binding energy
in the crystal environment (DESMD

b in eqn (9)) can be simply
divided into the intrinsic component (DEI

b), which stands for
the difference in internal energy between the complex and
optimal monomers, and the complex-surrounding component
(DV), which corresponds to the variation in the energy of
the complex-surrounding interaction from the isolated and
optimized monomers to the formation of the complex.

DESMD = EI + V (8)

DESMD
b = DEI

b + DV (9)

2.2 Computational details

Thirty-one anion� � �anion complexes were constructed and are
shown in Scheme 1. The def2-TZVP basis set was selected and
the small-core relativistic pseudopotential (def2-TZVP-PP) was
utilized for gold and silver.169,170 For complexes 1–6, the energy
profiles along the inter-anion distance were evaluated by first
performing constrained geometry optimizations, in which only
the bond distance (R in Scheme 1) was fixed at a series of values
with all the rest of the geometrical parameters optimized.
A series of theoretical methods were tested, including
B97-D3,171 PBE0-D3,172 M06-2X-D3,173 B3LYP-D3,174 CAM-
B3LYP-D3,175 oB97x-D2176 and SCS-MP2.177 Afterwards, single
point calculations were carried out at each point by employing
the DLPNO-CCSD method,167 with the resolution of the identity
approximation178 and frozen core technique adopted (RI-DLPNO-
CCSD) for computational efficiency. Complex 4 is a crucial case
because [Au(CN)4]� and I� become thoroughly repulsive accord-
ing to the RI-DLPNO-CCSD energy profile, while shallow potential
wells (�3.5 to �5.2 kJ mol�1) were observed based on all other
methods except for oB97x-D2 and SCS-MP2 (Fig. S1v-a and b,
ESI†). In general, well-depths derived from oB97x-D2 and
SCS-MP2 are nearly the same and both larger than the

Scheme 1 Complexes 1–31 studied in this work.
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RI-DLPNO-CCSD results (Fig. S1, ESI†). To examine the relia-
bility of our above computations, we performed single point
calculations for complex 1 with the perturbative triples (T)
correction incorporated (i.e., RI-DLPNO-CCSD(T)), and also
re-optimized the geometries using enlarged basis sets. It turned
out that increased theoretical levels barely influence the well-
depths (within 0.4 kJ mol�1). Therefore, the oB97x-D2 method
was eventually selected for geometry optimizations and vibra-
tional frequency calculations, and the RI-DLPNO-CCSD method
was employed for the subsequent BLW-ED analysis of the
binding energy profiles, aiming at a rigorous examination of
the metastability.

AIMD simulations in vacuum at 298 K were carried out at
the oB97x-D2/def2-TZVP(-PP) theoretical level for the anion
adducts which exhibit metastability in vacuum. Local minima
were chosen as the initial structures and the initial atomic
velocities were obtained based on the Boltzmann–Maxwell
distribution randomly. The Berendsen thermostat was utilized
and a step size of 1 fs was selected. Simulations with 5000 steps
were accomplished for each case with the quantitative statics
performed using results after the equilibration (i.e., 1500–5000 fs
in each simulation).

Geometrical optimizations, vibrational frequency calcula-
tions, BLW-ED and GKS-EDA at the HF level were performed
using the in-house version of GAMESS (US).179 Orca180,181 was
used for the electron correlation energies and AIMD simula-
tions. In addition, local bond stretching force constants of
inter-anion CiBs were derived from the local vibrational mode
theory.104,105,164–166 QTAIM analysis was performed using the
Multiwfn package.182 QM-based atomic charges and multipoles
were obtained by using the natural population analysis (NPA)
and the GDMA183 program respectively. For these NPA and
GDMA calculations, the oB97x functional and the 6-311G basis
set were selected except that for Au and Ag the Lanl2DZ
pseudopotentials were adopted. Afterwards, the electrostatic
energy was reevaluated along the inter-anion distance using the
atomic multipole expansion scheme in the AMOEBA polariz-
able force field184–187 incorporated in the Tinker software.188

3 Results and discussions

Binding energy profiles for complex 1 ([Au(CN)4]�� � �F�) and 4
([Au(CN)4]�� � �I�) are plotted in Fig. 1. The metastability of
[Au(CN)4]�� � �F� was evidenced by the local minimum, which
can trap the anion adduct. On the contrary, the binding energy
between [Au(CN)4]� and I� monotonously gets repulsive as the
inter-anion distance shrinks, suggesting a repulsive nature of
the inter-anion interaction. All cases were similarly examined
(Fig. S2, ESI†) and the characteristic potential wells were found
in complexes 1, 2, 5, 6, 26 and 27 (colored in blue in Scheme 1).
Among all tetracoordinated coinage metal complexes, only
[Au(CN)4]� can form inter-anion CiBs. This is due to the fact
that cyanide is the strongest electron-withdrawing group tested,
and can considerably reduce the electron density of Au.
Furthermore, a considerable barrier height (�42.5 kJ mol�1)

was found in [Au(CN)4]�� � �F�, in which F� has the smallest
radius among anions and therefore, the closest contact with the
coinage center. Metastability was absent in [Au(CN)2]�� � �F�
(complex 25), while observed in [Ag(CN)2]�� � �F� (complex 27),
providing us comparative examples to clarify the roles of
coinage metals to the metastability. Inter-anion CiB was also
observed in [AuO]�� � �F� (complex 26), which exhibits a linear
structure as the conventional CiBs illuminated previously in a
theoretical study.11 Besides, substitution reactions were
observed in complexes 7, 13, 19, 23 and 24. For the example
of complex 7, one Cl� in [AuCl4]� is switched with F� after
reaching the (Coulombic) barrier height, and the infinitely
separated Cl� and [AuF(Cl)3]� anions are eventually observed
(Fig. S2g, ESI†).

Intriguingly, the dimer of [AuCl4]� turns more destabilizing
as the inter-anion distance decreases, suggesting that the
experimentally observed inter-anion interaction cannot hold
in vacuum. This repulsive nature was also confirmed by re-
evaluating the binding energy profile at higher theoretical
levels in vacuum (Fig. S2a and c, ESI†). Obviously, the packing
effect in the crystal structure plays an essential role in stabiliz-
ing the anion� � �anion pairs. The effect of the crystal environ-
ment on the binding energy profile was subsequently simulated
using the SMD method, with a series of dielectric constants
tested (Fig. 2). Indeed, the characteristic potential well
appeared when the environmental effect was incorporated,
and even negative binding energies were observed. Importantly,
the intrinsic binding energy in the [AuCl4]� dimer is barely
variated by the SMD method (Fig. 2b), while the solute–solvent
term, which stands for the interaction between anion pair and
the crystal environment in this work, turns more stabilizing
drastically at short ranges (Fig. 2c) and gives rise to the local
minimum. In other words, it is the interaction between the
anion pair and crystal environment that stabilizes the system in
condensed phases. Similarly, the key role of the surrounding
to the inter-anion CiBs between [Au(CN)4]� anions was also
confirmed (Fig. 2d-f). The intrinsic binding energies of afore-
mentioned dimers were not further decomposed because of the
absence of metastability. Besides, the absence of metastability
in vacuum was observed in all AuY4

� (Y = CN�, Cl�, Br� and I�)
dimers (Fig. S2ab–ae, ESI†). In the following part, we performed
theoretical analyses only for cases exhibiting inter-anion CiBs
in vacuum.

Fig. 1 Profiles of binding energies along the inter-anion distances for
complexes 1 (a) and 4 (b) computed at the RI-DLPNO-CCSD//oB97x-D2/
def2-TZVP theoretical level.
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The kinetic stabilities of complex [Au(CN)4]�� � �F� were also
evidenced by the AIMD simulations, in which dissociation of
the anion adduct was not observed. As shown in Fig. 3a, the
bond distance deviates from the average value ( %R) insignifi-
cantly. AIMD results of the other complexes exhibiting the
inter-anion CiBs are shown in Fig. S3 (ESI†). Notably, the
maximum/minimum deviations of the bond distance correlate
with the localized bond force constants, which stand for the
curvatures of binding energy profiles around the local minima,
in an appropriate linear manner (Fig. 3b). In other words,
a steeper curve leads to less significant deviations of bond
lengths in the AIMD simulation. For example, complex 26
([AuO]�� � �F�) exhibits the greatest bond force constant (0.982
mDyn Å�1) and therefore, the least deviation in bond length
(Fig. S3e, ESI†). Besides, the average bond distance in the AIMD
simulations is close to the optimal value (Table 1). The inter-
anion CiBs were further supported by the QTAIM theory,

because a bond critical point (BCP) with appropriate electron
density and positive Laplace values were observed in each case
with metastability, suggesting close–shell interactions.

Roles of individual energy components in the metastability
can be revealed intuitively by examining their corresponding
profiles along the inter-anion distances (Fig. 4). In each
complex, the polarization, charge transfer and electron correla-
tion interactions all become more attractive as anions approach
each other, suggesting a preference for the local minimum over
the transition states (TS), which has a stretched inter-anion
distance. Conversely, both the Pauli exchange repulsion and
deformation energy grow more destabilizing as the inter-anion
distance shrinks, contributing negatively to the well depths.
The repulsive electrostatic interaction increases as the length of
inter-anion CiB shrinks at long ranges, but turns to decrease
drastically after reaching the Coulombic repulsion barrier,
indicating a positive contribution to the well depth. The
decreasing trend of electrostatic interaction can be rationalized
by the nucleus–electron attraction, which can overturn the

Fig. 2 Profiles of total binding energy (a and d, DESMD
b in kJ mol�1), intrinsic binding energy (b and e, DEI

b in kJ mol�1) and the solute–solvent interaction
term (c and f, DV in kJ mol�1) along the inter-anion distance for complexes [AuCl4]�� � �[AuCl4]� and [Au(CN)4]�� � �[Au(CN)4]�, obtained from single point
calculations at the oB97X-D2/def2-TZVP theoretical level with a series of dielectric constants selected.

Fig. 3 (a) Evolution of the Au� � �F� distance over time (after the 1500st fs)
in the AIMD simulation of complex 1 and (b) correlation between the
maximum/minimum deviations of the bond distances from the average
values and localized bond force constants.

Table 1 Bond distances (R, in Å), average bond distances ( %R, in Å) from the
AIMD simulations, electron density (r, in a.u.) and the Laplace (r2r, in a.u.)
values at the BCPs of complexes with metastability

No. Complexes R %R r r2r

1 [Au(CN)4]�� � �F� 2.360 2.360 0.052 0.226
2 [Au(CN)4]�� � �Cl� 2.980 3.024 0.026 0.075
5 [Au(CN)4]�� � �CN� 2.620 2.656 0.042 0.112
6 [Au(CN)4]�� � �OCl� 2.535 2.561 0.040 0.142
26 [AuO]�� � �F� 2.157 2.159 0.072 0.354
27 [Ag(CN)2]�� � �F� 2.284 2.274 0.050 0.254
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electrostatic repulsion among electrons and among nuclei at
short ranges. Actually, the nonmonotonic profile of electro-
static interaction was also observed in other inter-anion
interactions,54,113 and can be regarded as the key distinction
between inter-anion and conventional interactions, in which
all energy terms variate monotonically along the bond length.
The electrostatic energy profiles of complexes 1, 26 and 27 were
reevaluated using the QM-based atomic multipoles, and the
vital nonmonotonicity was reproduced (Fig. S4, ESI†). Hence,
the electrostatic interaction in inter-anion CiBs can be simu-
lated and explained based on the classical distributed atomic
multipole expansion.

The origin of potential wells can be clarified by examining
the differences in energy components between local minima
and the corresponding TSs as listed in Table 2. Negative values
mean the stabilities (lowering in energy) gained from a TS to a
local minimum, following the convention in the BLW-ED
scheme. All the well depths (DDEb) are dominated by the electro-
static interaction, with the polarization interaction acting as the
second most important factor. Both the charge transfer and
electron correlation contribute positively to the kinetic stability,
while Pauli exchange repulsion and deformation tend to shallow

the potential wells. The governing role of electrostatic interactions
is in line with its decreasing trend at short ranges as shown in
Fig. 4. The positive role of polarization can be rationalized by the
considerable polarizability of the coinage donor (Table S1, ESI†).
All the aforementioned contributions of physical factors were also
observed in our previous studies of inter-anion hydrogen, halogen
and chalcogen interactions.20,54,113 The electrons are shifted from
F� or OCl� to the metal complexes according to the natural
population analysis (NPA in Table S2, ESI†), exhibiting a similar
pattern as the conventional non-covalent interactions (from Lewis
base to acid). Besides, we redrew the energy profiles by using the
def2-TZVPD basis set and found that the metastability and the
lengths of inter-anion CiBs (Table S3, ESI†) are barely variated.

The potential well vanishes when Ag(I) in [Ag(CN)2]�� � �F�
(complex 27) is replaced by Au(I) (complex 25). We analyzed the
role of the central metal by comparing individual energy terms
in complexes 27 and 25 at a series of fixed inter-anion dis-
tances, ranging from the local minimum of [Ag(CN)2]�� � �F� to
the TS. Fig. 5a illustrates the correlations of important energy
components. The electrostatic interactions in both cases are
pretty close within the interval of distances selected, according
to the linear correlation with a slope of 1.0. Interestingly, the

Fig. 4 Variations of energy components along with the inter-anion distances in (a) [Au(CN)4]�� � �F�; (b) [Au(CN)4]�� � �Cl�; (c) [Au(CN)4]�� � �CN�;
(d) [Au(CN)4]�� � �OCl�; (e) [AuO]�� � �F�; (f) [Ag(CN)2]�� � �F�.

Table 2 The difference in energy components (in kJ mol�1) between local minima and transition states (TSs)

No. Complexes DDEdef DDEele DDEPauli DDEpol DDECT DDEec DDEb

1 [Au(CN)4]�� � �F� 5.0 �101.7 135.9 �69.1 �16.8 4.2 �42.5
2 [Au(CN)4]�� � �Cl� 2.8 �20.4 41.1 �18.0 �6.9 �5.6 �7.1
5 [Au(CN)4]�� � �CN� 7.2 �80.9 124.3 �29.9 �23.0 �10.9 �13.3
6 [Au(CN)4]�� � �OCl� 3.6 �53.4 89.1 �33.8 �14.2 �9.6 �18.3
26 [AuO]�� � �F� 0.7 �121.9 198.1 �77.2 �36.9 �3.0 �40.2
27 [Ag(CN)2]�� � �F� 26.3 �77.0 82.1 �40.6 �6.6 �2.0 �17.7
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[Au(CN)2]�� � �F� even exhibits more stabilizing polarization
and charge transfer interactions than [Ag(CN)2]�� � �F� (slopes
greater than one). This is understandable because [Au(CN)2]�

has a higher polarizability than [Ag(CN)2]� (Table S1, ESI†), and
therefore, stronger polarization. Moreover, Au(I) has a larger
size than Ag(I), leading to stronger inter-anion orbital overlap.
Nevertheless, the enhanced orbital overlap also increases the
destabilizing Pauli exchange repulsion, which eventually leads
to the absence of metastability in [Au(CN)4]�� � �F�. We also
compared the BLW-ED results of the [Au(CN)4]� dimer with the
complex [Au(CN)4]�� � �F� (Fig. 5b). In general, from the TS to
the local minimum of [Au(CN)4]�� � �F�, the variation of the
overall stabilizing factors is �187.6 kJ mol�1, which is almost
the same as the corresponding change in the [Au(CN)4]� dimer
(�183.3 kJ mol�1). However, the enhancement in Pauli
exchange repulsion is much greater in the [Au(CN)4]� dimer
(240.5 vs. 135.9 kJ mol�1) and eventually erases the metast-
ability. Liner correlations between energy components of these
two complexes were also observed (Fig. 5b). Comparable elec-
trostatic interactions were found, while stronger charge trans-
fer interaction was discovered in the [Au(CN)4]� dimer. It is
reasonable because F� is the weakest electron donor studied
in this work. F� has more a concentrated electron density
distribution than [Au(CN)4]�, and therefore imposes a stronger
electric field to [Au(CN)4]�, leading to stronger polarization in
[Au(CN)4]�� � �F�.

4. Conclusions

Binding energy profiles of thirty-one anion pairs involving CiBs
were explored along the inter-anion distances, employing state-
of-the-art theoretical methods. It turns out that the anions
[Au(CN)4]�, [Ag(CN)2]� and [AuO]� are all possible candidates
for the formation of inter-anion CiBs in vacuum. The kinetic
stability was further supported by the AIMD simulations, the
QTAIM theory and the local vibrational analyses. Two general
characters can be derived from the cases with metastability.
One is the coordination of CN� on the coinage metal, and the
other is the small size of the anion acting as the Lewis base.
This is understandable because cyanide usually leads to a
remarkable electron deficiency (relatively) of the metal, and

the anions with small radius may approach the central metal
closely.

The inter-anion CiBs in [AuCl4]�� � �[AuCl4]� and
[Au(CN)4]�� � �[Au(CN)4]� complexes identified in experimentally
obtained crystal structures were proved to be absent in vacuum,
but slightly attractive when the crystal environment is simu-
lated with the SMD method. However, it should be emphasized
that the intrinsic strength of the inter-anion interaction was
barely variated by the environment, and the changes of the
binding energy profiles originate from the solute–solvent term,
which stands for the interaction between the anion pair and the
crystal environment in this work.

Variations in individual energy components along the
inter-anion distances were inspected and the distinction of
inter-anion CiBs from conventional non-covalent interactions
was found to be the electrostatic interaction, which variates
nonmonotonically in anion� � �anion complexes. The distinctive
nonmonotonicity of electrostatic profiles was captured by the
classical atomic multipole expansion, offering us a concise
model to rationalize and simulate the electrostatic interaction
in these counterintuitive phenomena. The electrostatic inter-
action also governs the well-depths. In addition, the polariza-
tion, charge transfer and electron correlation all prefer the local
minima over TSs, while the deformation energy, and especially
the Pauli exchange repulsion become more destabilizing from
TSs to local minima, playing negative roles in the well-depths.
The significance of Pauli exchange repulsion in the metast-
ability was highlighted by comparing the BLW-ED results
of cases with and without metastability at a series of fixed
inter-anion distances. In detail, from [Ag(CN)2]�� � �F� to
[Au(CN)2]�� � �F�, the increasing size of the central metal
strengthens the destabilizing Pauli exchange repulsion, which
eliminates the potential well. Similarly, the Pauli exchange
repulsion is remarkably enhanced when F� in [Au(CN)4]�� � �F�
is replaced by [Au(CN)4]�, leading to the absence of metastability.
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