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Accurate computed singlet–triplet energy
differences for cobalt systems: implication for
two-state reactivity†

Léo Chaussy, Denis Hagebaum-Reignier, Stéphane Humbel and
Paola Nava *

Accurate singlet–triplet energy differences for cobalt and rhodium complexes were calculated by using

several wave function methods, such as MRCISD, CASPT2, CCSD(T) and BCCD(T). Relaxed energy

differences were obtained by considering the singlet and triplet complexes, each at the minimum of

their potential energy surfaces. Active spaces for multireference calculations were carefully checked to

provide accurate results. The considered systems are built by increasing progressively the first coordination

sphere around the metal. We included in our set two CpCoX complexes (Cp = cyclopentadienyl,

X = alkenyl ligand), which have been suggested as intermediates in cycloaddition reactions. Indeed, cobalt

systems have been used for more than a decade as active species in this kind of transformations, for which

a two-state reactivity has been proposed. Most of the considered systems display a triplet ground state.

However, in the case of a reaction intermediate, while a triplet ground state was predicted on the basis of

Density Functional Theory results, our calculations suggest a singlet ground state. This stems from the

competition between the exchange term (stabilising the triplet) and the accessibility of an intramolecular

coordination (stabilising the singlet). This finding has an impact on the general mechanism of the

cycloaddition reaction. Analogous rhodium systems were also studied and, as expected, they have a larger

tendency to electron pairing than cobalt species.

1 Introduction

Transition metal complexes (TM), in particular those of the first-
row, are versatile but challenging objects of study: they can
exist under several oxidation and spin states, showing spin-
crossover phenomena,1–3 spin-forbidden reactivity’, or multi-
state reactivity.4–7 They may undergo ‘spin-accelerated reactivity,
when changes in spin states impact the kinetics of catalytic or
metal-mediated transformations, in enzymatic or (bio)inorganic
reactions.8,9 All these phenomena are dictated by the shape and
relative energetic positions of close-lying spin-state potential
energy surfaces. Thus, if an accurate evaluation of spin-state
energetics in transition-metal complexes is fundamental for the
comprehension of their magnetic and optical properties, it is
also essential for the description of their reactivity.

From a theoretical point of view, calculations of accurate
energy differences between low-lying states of TM complexes

are not trivial, as they need to take into account the effects of
electron correlation, both dynamical and nondynamical. As
well documented, Density Functional Theory (DFT) can be
exploited for treating large systems, but the results strongly
depend on the exchange-correlation functional.10–13 Delocalisa-
tion error in semilocal density functionals can lead to an
overstabilisation of low spin states, while the inclusion of some
Hartree–Fock exchange can introduce a bias towards high spin
ground states.14–16 Several attempts have been made to compare
DFT results with other ab initio computed energies differences.17–23

In the framework of wave function theory, methods that provide
strategies for systematic improvements of the results have been
developed. Each approach has its advantages and drawbacks. The
coupled-cluster CCSD(T) method is identified as the ‘golden stan-
dard’ for single-reference systems.24–26 An alternative to CCSD(T) is
the BCCD(T) approach.27,28 This method is useful when the refer-
ence Hartree–Fock relaxes strongly in the presence of correlation,
for instance for heavy atoms. It employs Brückner orbitals, directly
incorporating orbital relaxation effects into the reference wave
function, otherwise included indirectly by computing single
excitations.29 Besides their cost, these methods could present some
deficiencies for systems with a non-negligible multireference char-
acter. In those cases, the use of multiconfigurational perturbation
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theory methods, such as CASPT2,30 RASPT2,31 or NEVPT2,32

becomes relevant. A perturbation treatment is performed to recover
the dynamical correlation on top of a reference wave function
obtained at the CAS (complete active space) or RASSCF (restricted
active space self-consistent field) level. The analysis of the multi-
configurational wave function can also offer the opportunity to gain
valuable insights into the mechanisms leading to the stabilisation of
a given spin state with respect to the others.33,34 Multiconfigura-
tional perturbation methods have been widely employed, however,
the accuracy of the calculations depends dramatically on the choice
of the active space. Moreover, Pierloot and coworkers have recently
shown that CASPT2 treats correctly valence correlation effects, but
tends to overstabilise high-spin states of first-row TM, as a conse-
quence of the poor treatment of semicore 3s3p electron
correlation.24

In this work we propose a computational study of cobalt
complexes relevant for reactivity. Although second- and third-
row transition metals have been proven for several decades to be
efficient and robust catalysts in several processes, first-row
transition metals are more abundant and accessible, motivating
the increasing interest towards their use.36 Transition metal-
catalysed [2+2+2] cycloaddition reactions exploiting CpCoL2

complexes are well established methods for the synthesis of
functionalised (hetero)aromatic polycyclic compounds.37–39

Reaction mechanisms that have been proposed on the basis
of DFT calculations suggest a two-state reactivity, presenting
several crossings between singlet and triplet potential energy
surfaces. A general catalytic cycle for a prototypical [2+2+2]
cycloaddition reaction is proposed in Fig. 1, where possible
crossing points between intermediates on singlet and triplet
potential energy surfaces are indicated, as suggested in the
literature.35 The active species is a CpCo fragment, which is
obtained from a CpCoL2 complex. The compound CpCo(CO)2 is
often employed as a precursor, which requires a photochemical
activation to promote the dissociation of the two CO molecules,
leading to a triplet 3[CpCo]. The coordination of two unsatu-
rated substrates (here two alkynes), occurs on the singlet
potential energy surface. The oxidative coupling follows, leading
to a singlet intermediate I, for which the triplet state is acces-
sible. The coordination of a new unsaturated substrate (here an
alkene) is possible on the singlet potential energy surface, where
the insertion step takes place. It has been suggested that the
final reductive elimination could imply again a crossing to
the triplet potential energy surface from 1II to 3II, and back to
the singlet potential energy surface for the final step of the
reaction. Although meta-GGA and GGA functionals have been
employed to treat cobalt two-state reactivities,9,40 many studies
employ hybrid functionals, such as B3LYP,35 which incorporate
some Hartree–Fock exchange and may artificially destabilise
singlet with respect to triplet states.

As reaction intermediates are often short-living species,
hard to isolate and characterise from an experimental point
of view, it is difficult to obtain direct evidences to validate a
proposed theoretical mechanism. Our computational study
aims at evaluating how the singlet–triplet energy difference
evolves in cobalt complexes. From the naked Co+ cation, its first

coordination sphere is constructed block by block to reach the
intermediates of the cycloaddition reaction preceding the final
reductive elimination step. We are interested in comparing
energies between the singlet complexes and the triplet com-
plexes, each at the minimum of their potential energy surfaces.
The singlet–triplet gaps relate to the electron-pairing energy
that is expected to decrease from a lighter to a heavier atom in a
group, due to the expansion of the valence shell. It is therefore
predictable that analogous Rh complexes would systematically
display smaller singlet–triplet energy differences. A comparison
between cobalt and rhodium systems is valuable to verify
and quantify this trend. Ab initio studies on closely related
metallocenes demonstrated that cobalt complexes possess a
certain degree of multiconfigurational character.21,41,42 Thus,
besides single reference coupled cluster approach CCSD(T) and
BCCD(T), multireference CASSCF methods followed by a dyna-
mical correlation treatment, CASPT2 or Multi-Reference Configu-
ration Interaction with Single and Double excitations (MRCISD),
are employed to gain a deeper understanding of the electronic
structure of the cobalt systems involved in the cycloaddition
mechanism. Finally, we compare our more reliable values with
results obtained from some common DFT functionals. For
comparison, Rh(I) systems have been also computed.

2 Systems and computational details

In the following, results are presented in terms of DEST,
defined as:

DEST = ES � ET (1)

Fig. 1 General mechanism for a [2+2+2] cycloaddition reaction catalysed
by a CpCoL2 complex.35 Hypothetical triplet species are indicated. The
blue bonds show the C–C bonds formed in the mechanistic step.
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where ES and ET are the electronic energies computed on the
optimised structures for the singlet and for the triplet states,
respectively. Hence, DEST is not a vertical, but a relaxed energy
difference.

2.1 Systems

The systems considered in this work are presented in Fig. 2.
The smallest is the experimentally characterised cobalt(I) ion,
with a d8 external electronic configuration: the ground state is a
3F, with a higher lying 1D with 8 electrons distributed over the
3d shell. From here, several complexes have been constructed
by adding ligands and building progressively a complete coor-
dination sphere around the metal: [Co(C2H4)]+, CpCo and
[CpCo(C2H4)]. These systems, where the metal center is for-
mally a Co(I), constitute our training set for comparing the
performances of ab initio methods. The corresponding Rh(I)
analogues (Rh+, [Rh(C2H4)]+, CpRh and [CpRh(C2H4)]) were also
treated. Next, we build the systems I and II, where the metal
center is formally a Co(III): they reproduce the key intermediates
of the cycloaddition reaction following the oxidative coupling
(I) and preceding the elimination step (II), Fig. 1. When going
from [CpCo(C2H4)] to I, although the metal formally changes
from Co(I) to Co(III), the electron counting leads again to a 16-
electron complex. The triplet state of II is, as well, a 16-electron
complex, while the singlet is a 18-electron complex.

Geometry optimisations were performed at the DFT level, on
singlet and triplet complexes, treated as a minimum on their
potential energy surfaces. Calculations were carried out with
some common functionals (geometries were re-optimised with
each functional), using the TURBOMOLE program package:43

TPSSh-D3,44–48 PBE0-D3,44–46,49,50 B3LYP-D3,44,45,51–54 CAM-
B3LYP,55 TPSS-D3,44–47 PBE-D3,44–46,49 BP86-D3.44,45,51,52,56

and GAUSSIAN 09:57 M06,58 M06-L.58 The D3 suffix denotes
Grimme’s dispersion corrections.59 The basis set is of def2-
TZVP quality for C and H, and of def2-QZVPP quality for the
metal centers (Co and Rh), together with a relativistic effective
core potential RECP for Rh.60,61 As the RI-J technique was

exploited,62,63 the corresponding auxiliary basis functions were
selected.64

Selected geometry parameters are reported in Table 1, as
computed at the B3LYP-D3 level of theory. In general, singlet
and triplet systems have similar structures with Co–C distances
that are slightly longer for triplet-state than for singlet-state
complexes.65 This behaviour is observed for the Co(I) systems
and for I. However, complex II presents some peculiarities. Let
us consider the Co–p distance between the metal and the
middle of the C–C bond as indicated in Fig. 2 by the green
line: at the B3LYP-D3 level, this distance is of 3.37 Å in the
triplet and it reduces to 2.08 Å in the singlet. The same effect is
found for geometries at the TPSS-D3 level (3.31 Å for the triplet
and 1.97 Å for the singlet, Table 1). Thus, there exists an
interaction between the cobalt and the alkene moiety of the
ligand in the singlet, which is not found in the triplet system.

The same structural trends are observed with other func-
tionals for all the systems. The only remarkable difference
concerns I: singlet optimised structures obtained with GGA
hybrid functionals (B3LYP-D3, PBE0-D3, CAM-B3LYP) and M06
are of Cs symmetry, while the other functionals (TPSSh-D3,
TPSS-D3, PBE-D3, BP86-D3, M06-L) predict a C1 geometry, even
if the Cs structure is very close in energy (for TPSS-D3, the Cs

structure is only 1.4 kcal mol�1 higher in energy than the C1).
For the wave function based methods, single-point energy

calculations were performed on the B3LYP-D3 geometries. This
choice is motivated by the fact that several studies on the
cycloaddition reactions were performed at the B3LYP level of
theory. However, in order to be exhaustive and to check that
possible differences in structures do not impact sensitively the
DEST values, calculations with the wave function based meth-
ods were performed also on the TPSS-D3 structures for our
target systems I and II, for which we report some selected
geometry parameters in Table 1. A full summary on the
geometries is available in the ESI.†

2.2 Ab initio approaches

CASSCF/CASPT2 and RASSCF/RASPT2 treatments were carried
out with OpenMolcas 21.02,66,67 using the Cholesky decompo-
sition (RICD) of the two-electron integrals with a threshold ofFig. 2 B3LYP-D3 structures of the cobalt systems treated in this work.

Table 1 Selected geometry parameters for cobalt complexes (Å). Co–p is
the distance between the Co and the middle of a C–C bond in the ligand
(see the green line in Fig. 2). Co–Cp is the distance between the Co and
the centroid of the Cp ring (see the pink line in Fig. 2)

Co–p Co–Cp

Singlet Triplet Singlet Triplet

B3LYP-D3
[Co(C2H4)]+ 1.94 1.99 — —
CpCo — — 1.68 1.75
[CpCo(C2H4)] 1.84 1.91 1.71 1.88
I 2.63 2.65 1.74 1.85
II 2.08 3.37 1.77 1.90
TPSS-D3
I 2.27 2.67 1.68 1.76
II 1.97 3.31 1.71 1.80
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10�6 Hartree.68,69 An IPEA shift, with the standard value of 0.25
Hartree,70 and an imaginary level shift of 0.1 Hartree were
systematically applied.71 We recall that the IPEA shift (IP for
Ionisation Potential and EA for Electron Affinity) modifies the
energies of active orbitals in the zeroth order Hamiltonian so
that they are closer to either first ionisation energies or electron
affinities of the corresponding excitations. In the following,
active spaces are denoted as CAS(nelectrons, norbitals), where
nelectrons indicates the number of treated electrons in norbitals

orbitals. For restricted active spaces, the RAS(n,l,m;i,j,k) nota-
tion is used,72 with n the total number of active electrons, l the
number of holes allowed in RAS1, and m the number of
electrons allowed in RAS3. Labels i, j and k refer to the number
of orbitals in RAS1, RAS2 and RAS3, respectively. MRCISD73–76

(internally contracted) and CCSD(T)25 calculations were performed
with Molpro 2021.77–79 Pople correction to the MRCISD energy for
size-consistency was applied.80 The CASSCF wave functions were
recomputed with the Molpro program package,81–84 with total
energies not substantially differing from those obtained with
OpenMolcas (deviations of about 10�4 Hartree). For the CCSD(T)
calculations with Molpro 2021, triplet systems were treated using
the spin-unrestricted UCCSD(T) formalism on a ROHF (restricted-
open-shell) reference wave function, while closed-shell singlet
systems were treated with the spin-restricted RCCSD(T) program.
Core electrons (1s shell for carbon, 1s2s2p shells for cobalt) were
kept frozen in all MRCISD, CASPT2 and coupled cluster calcula-
tions, while the possible impact of semicore electrons (3s3p for
cobalt) in the dynamical correlation treatment has been consid-
ered. At the coupled cluster level, the nosp energies were obtained
by freezing the core and semicore electrons, otherwise all but core
electrons were correlated (sp calculations). At the CASPT2 or
MRCISD level, energies were obtained by including into the post-
CASSCF treatment either only active electrons (nosp calculations)
or active and semicore electrons (see ESI†).

The orbital basis sets employed in this work are listed in
Table 2. For cobalt systems, scalar relativistic effects were taken
into account using a second order Douglas–Kroll–Hess
Hamiltonian,85–88 in combination with the appropriate all
electron correlation-consistent basis set B1.89–92 For systems I
and II, due to their size, we reduced the basis quality to
cc-pVTZ-DK on carbon atoms and will refer to it as B2. The
non-relativistic counterpart of B1, B3, was also used to evaluate
the influence of scalar relativistic effects, which turned out to
be almost negligible, with an impact on the energy gaps of less
than 1 kcal mol�1 (see ESI,† Table S2) as expected for 3d-block
transition metals. For rhodium systems, a 28-electron scalar
Relativistic Effective Core Potential (RECP) was used at the

metal center with the corresponding basis set, leading to B4,
otherwise equivalent to B1.93–96

For comparison, explicitly correlated CCSD Tð ÞðF12�Þ
97,98 and

BCCD Tð ÞðF12�Þ
29 calculations were also performed with Turbo-

mole 7.5, using ROHF wave functions for the triplet states.43,99

Explicitly correlated F12 methods allow to obtain values close to
the basis set limit. For the open-shell systems, the UCCSD(T)
formalism was employed, while a ROHF-BCCD(T) implementa-
tion was adopted. The B3 basis set was used in both cases as
scalar relativistic effects were not taken into account. The same
calculations were also performed with a basis set of split-
valence quality denoted as B5. Associated auxiliary basis sets
and correlation factors are reported in the ESI.† 60,61,89–92,100–104

Full computational details, including a discussion on the
choice of the basis set, are available in the ESI.†

2.2.1 Choice of the active space. Active spaces were
selected according to well-established guidelines for transition
metal complexes.105–109 For the cobalt systems the complete 3d
shell of the metal as well as the most important orbitals of the
ligands in interaction with the metal were included. Ideally, for
the unsaturated ligands, all the p and p* orbitals should be
active. However, the totally bonding p orbital of cyclopentadie-
nyl ligand is neglected because it is low in energy. For CASPT2
reference wave function, a second d-shell composed for cobalt
of 4d orbitals was also included, introducing some dynamical
correlation effects at the CASSCF level. This is not needed in
MRCISD calculations.24 We illustrate in Fig. 3 the process of
selecting the active space with the example of [CpCo(C2H4)] in
its triplet state. For the MRCISD calculations, the previous
guidelines lead us to a CAS(14,11), formally built on the five
3d cobalt orbitals, the two orbitals of the ethylene and the four
p/p* orbitals of the cyclopentadienyl. For CASPT2, the addition
of a double shell leads to a CAS(14,16). As double-shell effects
are small for second row transition metals, 5d orbitals are not
included in the active spaces of the rhodium complexes.105

Computational limitations prevent us from using CASSCF
for larger cases (I and II), for which we turned to a RAS
approach. First of all, we assessed the influence of treating
the double shell effect in RAS3 on [CpCo(C2H4)]. This only
results in a minor change in the DEST value, less than
1 kcal mol�1 (DEST = 16.43 kcal mol�1 and 15.72 kcal mol�1

for CASPT2 on CAS(14,16) and RASPT2 on RAS(14,2,2;0,11,5),
respectively). Secondly, the restricted active spaces for I and II
were constructed and in both cases 18 electrons are kept in 21
orbitals, with the scheme RAS(18,2,2;3,10,8). The main diffi-
culty associated with the choice of orbitals resides in keeping
similar active spaces for singlet and triplet complexes, as their
structures differ. Let us start from I. Orbitals that correspond
mostly to the p and p* system of the ligands are included in the
RAS1 and RAS3, respectively, as they are not strongly impacted
by the changes in geometry between the singlet and triplet
states: those accounts for the two cyclopentadienyl p orbitals
and the totally bonding butadiene p orbital for the RAS1. All the
five 3d-like orbitals in interaction with the ligands are included
in the RAS2, as well as their antibonding counterparts. In the

Table 2 Summary of the basis sets used in this study

Basis set Metal C H

B1 aug-cc-pwCVTZ-DK cc-pwCVTZ-DK cc-pVDZ-DK
B2 aug-cc-pwCVTZ-DK cc-pVTZ-DK cc-pVDZ-DK
B3 aug-cc-pwCVTZ cc-pwCVTZ cc-pVDZ
B4 aug-cc-pwCVTZ-PP cc-pwCVTZ cc-pVDZ
B5 def2-QZVP def2-QZVP def2-SVP
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case of intermediate II, a very similar approach was used. Here,
the alkenyl ligand also binds to the metal center with its central
p orbital in the singlet whereas in the triplet case it is non-
bonding, Fig. 2. Because of this, we chose to include all p-type
orbitals of the alkenyl ligand into the RAS2 and a doubly-
occupied 3d orbital is moved to the RAS1 instead. The rest of
the active space is very similar to the one selected for inter-
mediate I.

As geometries are not the same for the singlet and the triplet
complexes, active spaces were accurately checked, so that the
same typologies of orbitals are kept in the treatment of the two
states. Active spaces for all the complexes, including compar-
isons between natural orbitals for triplets and singlets, are
available in the ESI.†

3 Results and discussion

In this section we shall first present results obtained from the
wave function methods for the training set and the target I and
II systems. These results will provide reference values to bench-
mark a few DFT functionals, often employed in reactivity
studies. A discussion is then proposed on the evolution of the
DEST values.

3.1 Training set

Results for the training set are reported in Table 3 for the wave
function based methods. As CASSCF wave functions were
obtained to perform MRCISD and CASPT2 calculations, the
weights of the leading configurations W0, reported in Table 4
for the largest CAS, are available and give insights into the
nature of the electronic structure for the treated systems. The

Co+ and the [Co(C2H4)]+ systems possess high multireference
character, due to the d8 electronic configuration of the bare
cation. The addition of the ethylene ligand induces a splitting
of the d orbitals of the metal center, leading to a well-defined
3A2 ground state (C2v symmetry, W0 = 0.92); however, three
leading configurations with significant weights (W0 = 0.45, 0.21,
0.19) are necessary to describe the singlet state. For these two
cases, coupled-cluster methods, which are based on mono-
determinantal reference wave functions, are not adequate and
results are not reported in Table 3. For the two complexes CpCo
and [CpCo(C2H4)], which have a more complete coordination
sphere, values of W0 are larger than 0.8 and permit to identify
the leading configurations, for both triplet and singlet states,
but the weights remain lower than a threshold of 0.9 that
identifies a system for which a coupled cluster calculation
can clearly be taken as a reference. However, the remaining
contributions to the CASSCF wave functions are numerous with
weights of less than 0.04 (see ESI,† Section ‘Active Spaces for
cobalt systems’ and ‘Active Spaces for rhodium systems’) and,
despite the small multireference character, results in Table 3
for CpCo and [CpCo(C2H4)] show a nice agreement between
MRCISD and CCSD(T) methods (less than 1 kcal mol�1 differ-
ence). CCSD Tð ÞðF12�Þ values obtained with the B3 basis, close to

Fig. 3 CASSCF natural orbital diagram of [CpCo(C2H4)] (triplet state) with
partial occupation number, CAS(14,16).

Table 3 DEST (kcal mol�1, eqn (1)) for a series of cobalt and rhodium
complexes. See Table 2 for basis set specifications. Semicore electrons are
included in all methods treating dynamical correlation. Experimental
values for Co+ and Rh+, based on a weighted average over J values (see
ESI),110 are 31.32 and 28.56 kcal mol�1, respectively111–114

Co(I) Basis set Co+ [Co(C2H4)]+ CpCo [CpCo(C2H4)]

CAS(i,j)MRCISD (8,5) (10,8) (12,9) (14,11)
MRCISD B1 31.98 32.24 30.33 11.43
CAS(i,j)PT2; (8,10) (10,13) (12,14) (14,16)
CASSCF B1 39.03 37.36 36.45 19.16
CASPT2 B1 30.16 31.03 30.50 16.43
HF B1 — — 60.84 56.62
CCSD B1 — — 37.09 19.53
CCSD(T) B1 — — 30.49 11.77
CCSD Tð ÞðF12�Þ B3 — — 30.26 12.80

BCCD Tð ÞðF12�Þ B3 — — 29.38 9.50

CCSD Tð ÞðF12�Þ B5 — — 32.29 13.35

BCCD Tð ÞðF12�Þ B5 — — 29.98 10.09

Rh(I) Rh+ [Rh(C2H4)]+ CpRh [CpRh(C2H4)]

CAS(i,j) (8,5) (10,8) (14,11) (14,11)
MRCISD B4 24.61 11.43 12.68 �6.12
CASSCF B4 32.28 21.07 17.80 �2.95
CASPT2 B4 22.65 11.42 10.94 �2.82
CCSD(T) B4 — — 13.16 �9.77

Table 4 Weight of the main configuration in the CASSCF wave function
(W0)

CAS/RAS Singlet Triplet

[Co(C2H4)]+ CAS(10,13) 0.45 0.92
CpCo CAS(12,14) 0.81 0.87
[CpCo(C2H4)] CAS(14,16) 0.82 0.85
I [TPSS-D3] RAS(18,2,2;3,10,8) 0.73 0.76
II [TPSS-D3] RAS(18,2,2;3,10,8) 0.76 0.77
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the infinite basis set limit, are essentially the same as those
obtained with Molpro, thus confirming the good quality of the
CCSD(T) results in terms of basis set. The BCCD Tð ÞðF12�Þ method

tends to stabilise the singlet with respect to the triplet by
1–2 kcal mol�1, leading to slightly smaller DEST values compared
to MRCISD (29.38 and 9.50 kcal mol�1 at the BCCD Tð ÞðF12�Þ level

to compare to 30.33 and 11.43 at the MRCISD level, for CpCo and
[CpCo(C2H4)], respectively). We recall that our F12 calculations
do not include relativistic effects, but their impact on DEST is less
than 1 kcal mol�1 (see ESI†). Concerning the use of the split-
valence basis set (B5), BCCD Tð ÞðF12�Þ results are very close to

those obtained with the B3 basis (within 0.5 kcal mol�1). The
effect is larger (2 kcal mol�1) in the case of CpCo for
CCSD Tð ÞðF12�Þ; as the DEST values vary from 30.26 kcal mol�1

(B3 basis) to 32.29 kcal mol�1 (B5 basis).
A good agreement is observed between MRCISD (or

CCSD(T)) and CASPT2 calculations, with deviations of about
1 kcal mol�1 to 5 kcal mol�1 for the [CpCo(C2H4)] system.
Previous works on spin-state energetics for first-row transition
metal complexes suggest that, in general, CASPT2 catches
correctly valence correlation, but it may not describe in an
accurate manner the metal 3s3p semicore correlation effects.24

This would be partly responsible for an overstabilisation of
high-spin with respect to low-spin states. We have then checked
on our training system the effect of including the 3s3p correla-
tion in the calculations by mean of the Dsp quantity, reported in
Fig. 4 and defined as:

Dsp = DEsp
ST � DEnosp

ST (2)

where DEsp
ST includes the 3s3p correlation contribution and

DEnosp
ST does not. Thus, a positive value of Dsp indicates that

the 3s3p semicore correlation stabilises the triplet state with
respect to the singlet at the given computational level and vice
versa. For the Co+ and [Co(C2H4)]+ cases, the inclusion of the
3s3p effect tends to stabilise the singlet state with respect to the
triplet in both the MRCISD and CASPT2 calculations. For
the CpCo case, the effect is small for all the methods, but for
the [CpCo(C2H4)] complex, where the coordination sphere has
been increased, the triplet overstabilisation in the CASPT2
appears (positive Dsp), while the contributions evaluated at
the MRCISD and CCSD(T) are slightly negative.

Results at the Hartree–Fock (HF), CCSD and CASSCF levels
are also reported in Table 3. As expected, at the HF level singlet
states are much too high in energy compared to triplet states.

At the CCSD level, DEST values dramatically drop, by about
20–25 kcal mol�1, however, perturbative triples still account for
about 7 kcal mol�1. Their contribution can not be neglected to
reach high accuracy.

Finally, we evaluated the singlet–triplet energy differences in
the case of a similar set of rhodium complexes, by following a
similar methodology. MRCISD and CASPT2 results are in
agreement within 2 kcal mol�1 for the Rh+, [Rh(C2H4)]+ and
the deviations from MRCISD for CASPT2 and CCSD(T) are also
in this range for the CpRh system. Deviations are somewhat
larger for the [CpRh(C2H4)], although all methods predict this
complex to be more stable in its singlet structure. Recently, the
effect of size-inconsistency on spin-state relative energies was
pointed out for MRCISD calculations.20,21 The errors are
expected to increase with the geometrical differences between
the singlet and triplet, and with a larger number of correlated
electrons. In the case of the [CpRh(C2H4)], the structures in the
singlet and in the triplet differ by a 901 rotation of the ethylene
group (see ESI,† for details on the structures); this might
contribute to introduce a size-consistency error in the multi-
reference calculation that affect the comparison between
MRCISD and the coupled cluster results.

3.2 Complexes I and II

Results on systems I and II are collected in Table 5. MRCISD
calculations were not performed for these systems, because
they would be beyond our computing capacities and size-
consistency errors may become significant.20,21

Concerning I, we did not manage to have satisfyingly com-
parable active spaces for triplet and singlet with the B3LYP-D3
structures, thus we report only the TPSS-D3 results for RAS-
based methods. Moreover, as two close-lying triplet states exist
for I, state-averaged RASSCF on two roots were performed both
for the triplet and singlet calculations. This allows to keep
comparable active spaces for the two spin states. Concerning II,
the structure of the singlet differs from that of the triplet
because of the interaction between the metal and the alkene
moiety of the ligand. In order to obtain a balanced description
of the two states, the active space of the triplet contains all
relevant orbitals for the corresponding singlet state and
vice versa: importantly, the occupied p and virtual p* orbitals
of the double bond interacting with the cobalt in the singlet are
included in both RAS2 (see ESI,† Section ‘Active Spaces for
cobalt systems’).

The computed DEST for I are all positive, indicating that the
triplet is more stable. The CCSD(T) values are very similar for

Fig. 4 Effect of 3s3p correlation, in terms of Dsp (eqn (2)).

Table 5 DEST (kcal mol�1; 3s3p correlation included) for I and II (Co(III)).
Basis sets B1 and B2 (Table 2) are employed for the RASPT2 and CCSD(T)
calculations, respectively. RASPT2corr is defined in Section 3.2

I I II II

B3LYP-D3 TPSS-D3 B3LYP-D3 TPSS-D3

RASPT2 — 8.05 �3.07 �2.41
CCSD(T) 5.62 5.28 �9.37 �10.65
RASPT2/CC — 6.01 �5.28 �6.44
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the two geometries, 5.62 and 5.28 kcal mol�1 for B3LYP-D3 and
TPSS-D3, respectively. The RASPT2 value (TPSS-D3 geometries,
8.05 kcal mol�1) is slightly larger. The comparison between the
results obtained with the two sets of geometries for II, show
differences up to 1.3 kcal mol�1 (CCSD(T) calculations); how-
ever, the computed DEST values are all negative, meaning that
the singlet structure is more stable than the triplet. As for I, the
RASPT2 values for II are larger than those at the CCSD(T)
level (�3.07 and �2.41 to be compared to �9.37 and
�10.65 kcal mol�1, respectively for B3LYP-D3 and TPSS-D3
structures).

Since RASPT2 calculations including the 3s3p correlation
tend to overstabilise a triplet with respect to a singlet, we
propose RASPT2/CC corrected values by following Phung
et al.:115 the Dsp contribution is evaluated at the coupled cluster
level and used to correct the nosp RASPT2 energy. Despite some
multireference character, the RASPT2/CC method gives an
estimation of the Dsp errors: indeed, the leading configurations
in the RASSCF wave functions for I and II are clearly identified,
although their weights are less than 0.9, Table 4. We obtained
in this way a DEST value of 6.01 kcal mol�1 for I; for II we
obtained �5.28 kcal mol�1 (B3LYP-D3) and �6.44 kcal mol�1

(TPSS-D3).
Finally, even without a unique reference DEST values for

these two cases, all methods identify I as a triplet and II as a
singlet.

3.3 Comparison with DFT results

DEST values computed with some DFT functionals are reported
in Table 6 for M+, [M(C2H4)]+, CpM, and [CpM(C2H4)] (M = Co,
Rh) training systems. The list of the tested functionals is clearly
far from being exhaustive: we have considered only a few
common methods among those in the DFT families (GGA,
meta-GGA, hybrid or not). In this work we focus our attention
on DEST: reproducing the right sign is essential to provide a
correct picture in a two-state mechanism as it is proposed in
the literature for the cobalt cycloaddition reaction.35,39 How-
ever, we should keep in mind that if the aim is studying a
reactivity at DFT level, the functional chosen should also
provide correct relative energies along the whole reaction
coordinate. Thus, tuning new DFT parameters for reproducing
the singlet–triplet splitting on a few intermediates is not our
target.

Results with non-hybrid functionals for the M+ and
[M(C2H4)]+ are not presented: we could not converge calcula-
tions with integer occupations of the Kohn–Sham orbitals, due
to orbital degeneracy issues. Errors in DEST for the M+ and
[M(C2H4)]+ are large, more than 20 kcal mol�1, but this is not
surprising due to the highly multireferential nature of these
systems, notably for the singlet states, Table 4. All DFT methods
predict the same sign as the MRCISD references for DEST

values, with deviations that roughly vary according to the
percentage of Hartree–Fock exchange, Fig. 5. Concerning the
cobalt systems, PBE0-D3, B3LYP-D3 and CAM-B3LYP perform
quite similarly and tend to overstabilise the triplet with respect
to the singlet, with deviations up to 10 kcal mol�1 for the

[CpCo(C2H4)] system. The pure GGA functionals PBE-D3 and
BP86-D3 show the opposite trend, predicting smaller DEST

values, with deviations up to 6 kcal mol�1. The meta-GGA
functionals (hybrid or not) perform the best, with deviations
up to 5 kcal mol�1. Deviations from MRCISD values for CpRh
and [CpRh(C2H4)] are smaller than those for the corresponding
cobalt systems.

DFT computed DEST values for I and II are reported in
Table 7. The comparison with the CCSD(T) and RASPT2 results
is shown in Fig. 6. For I, all the methods predict that the triplet
is lower in energy. Non-hybrid GGA and non-hybrid meta-GGA
functionals give values that are very close to those obtained
with either the CCSD(T) or the RASPT2/CC methods, while
deviations are somewhat larger for the other functionals. The
case of II is more critical, as the hybrid PBE0-D3, B3LYP-D3 and
CAM-B3LYP suggest that the triplet is more stable, whereas the

Table 6 DEST (kcal mol�1) values computed with several DFT functionals
for cobalt(I) and rhodium(I) systems

Co+ [Co(C2H4)]+ CpCo [CpCo(C2H4)]

M06 54.85 45.72 30.39 16.52
TPSSh-D3 64.73 52.08 33.68 14.22
PBE0-D3 64.61 55.44 39.83 22.92
B3LYP-D3 60.60 51.91 35.91 20.72
CAM-B3LYP 59.98 51.57 37.78 22.19
M06-L — — 30.86 13.87
TPSS-D3 — — 28.36 7.15
PBE-D3 — — 26.29 5.29
BP86-D3 — — 26.60 5.75

Rh+ [Rh(C2H4)]+ CpRh [CpRh(C2H4)]

M06 41.14 10.84 12.64 �6.49
TPSSh-D3 50.42 22.20 15.74 �7.90
PBE0-D3 49.55 22.10 17.20 �6.46
B3LYP-D3 45.79 20.59 15.41 �5.36
CAM-B3LYP 45.15 21.33 17.10 �3.46
M06-L — — 14.72 �8.58
TPSS-D3 — — 14.22 �9.10
PBE-D3 — — 12.43 �9.66
BP86-D3 — — 12.38 �8.80

Fig. 5 Deviations (kcal mol�1) of DEST computed with several DFT func-
tionals from MRCISD values for cobalt(I) and rhodium(I) systems.
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CCSD(T) and RASPT2/CC calculations indicate that the singlet
is preferred. In this case, we do not have a clear reference value,
however pure GGA and meta-GGA functionals (hybrid or not)
provide negative DEST values that are closer to either the
CCSD(T) and RASPT2/CC results.

3.4 Triplet or singlet ground state?

In the treated cobalt and rhodium triplet systems, the SOMO
are essentially d orbitals, resulting in a spin density localised
on the metal center, as depicted in Fig. 7 for either Co(I) or
Co(III) complexes. The electron-pairing (from going from triplet
to singlet) concerns mostly these d orbitals localised on the
metal center in a similar way for all the treated systems. The
larger tendency towards electron-pairing from 3d to 4d transi-
tion metals is verified for the Rh(I) systems: even if DEST values
for Rh+, [Rh(C2H4)]+ and CpRh indicate that the triplet is still
more stable for this systems than the singlet, these values are
significantly lower than those for the corresponding cobalt
systems. The [CpRh(C2H4)] is clearly a singlet. Concerning
cobalt, all the systems of the training set and I have a triplet
ground state: for Co+, [Co(C2H4)]+ and CpCo the triplet is more
stable than the singlet by about 30 kcal mol�1. Even if the DEST

drops to about 12 to 5 kcal mol�1, triplet states are clearly
favored for [CpCo(C2H4)] and I. This is not surprising, as it has
been already established that 16-electron cobalt complexes
usually exhibit triplet ground states, while 18-electron systems
should have a singlet state.65,116 Notably, [CpM(L)] complexes
with d8 metals are known to be triplets, whereas corresponding
18-electron [CpM(L)(L0)] systems display singlet ground state
electronic configurations.

Concerning II, the coordination pattern of the cobalt in the
triplet structure consists of the cyclopentadienyl ring and of an
alkenyl moiety: formally, the metal has 16-electron as in 3I. In
the singlet, the accessibility on the metallacycle of an unsatured
moiety makes possible an interaction with the metal center,
achieving a full 18-electron shell. There is therefore a competi-
tion between the stabilisation due to the exchange interaction
operating in the triplet (Fig. 8a and b), and the energetic gain
due to the ligand donation into an empty d orbital in the singlet
(Fig. 8c). We have estimated that the loss in the exchange term
is of 17 kcal mol�1 (CCSD(T), TPSS-D3 geometries), by comput-
ing the energy difference between the singlet and the triplet in
the triplet geometry of II, while the energy gain through the

coordination of an alkene moiety is of about �36 kcal mol�1

(CCSD(T) energy corresponding to the transformation: I +
C2H4 = [(I)(C2H4)], TPSS geometries). Thus, the coordination
energy can compensate the electron pairing and the structural
constraints emerging in the intramolecular coordination in II.

Some methods could introduce an artificial preference towards
high spin state and indeed some of the tested hybrid DFT
functionals predict a reversed stability order for II. However and
remarkably, all the wave function methods identify the singlet
structure to be lower in energy for II, even at the RASPT2 level.

4 Conclusions

In this work, accurate computed singlet and triplet energy
differences for several Co and Rh complexes are presented.

Table 7 DEST (kcal mol�1) values computed with several DFT functionals
for I and II (Co(III) systems)

I II

M06 11.73 �0.89
TPSSh-D3 11.10 �6.20
PBE0-D3 18.05 5.57
B3LYP-D3 15.83 8.13
CAM-B3LYP 16.55 8.53
M06-L 7.92 �3.78
TPSS-D3 6.17 �13.64
PBE-D3 5.04 �13.27
BP86-D3 5.50 �12.78

Fig. 6 Comparison between DEST (kcal mol�1) computed with several
DFT functionals, and CCSD(T) and RASPT2/CC values for target systems I
and II (TPSS-D3 geometries, Co(III)).

Fig. 7 Spin density plots generated from the CASSCF wave function of the
cobalt systems treated in this work.
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The nice agreement between MRCISD and CCSD(T) for the
training set, suggests that, for our specific problem, relevant
correlation effects are efficiently recovered by the perturbative
treatment of triple excitations and that CCSD(T) is well-
behaving.

The systems Rh+, [Rh(C2H4)]+ and CpRh have a triplet
ground state, while [CpRh(C2H4)] is a singlet. For the cobalt
systems, Co+, [Co(C2H4)]+, CpCo, [CpCo(C2H4)] and I are
triplets, while II is a singlet. Pure GGA and meta-GGA (hybrid
or not) functionals predict the same sign for the DEST values as
the wave function methods, while the PBE0-D3, B3LYP-D3, and
CAM-B3LYP functionals overstabilise the triplet with respect to
the singlet, notably for II.

The relative stability of the singlet vs. triplet for the cobalt
system II has an impact on the general mechanism of the
cycloaddition reaction: if the triplet were up to 10 kcal mol�1

more stable than the singlet, as predicted with some DFT
functionals, it would have been reasonable to assume that
the reductive elimination step would occur on the triplet
potential energy surface, as shown in Fig. 1. However, we show
here that the singlet is more stable. Moreover, barriers for the
reductive elimination step have been evaluated at less than
15 kcal mol�1 (electronic energy).35 They are therefore acces-
sible at room temperature. We conclude that the preferred path
for the reductive elimination step preferentially occurs on the
singlet potential energy surface, as illustrated in Fig. 9.
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Chem. Phys., 2021, 23, 151–172.
22 D. Zhang and D. G. Truhlar, J. Chem. Theory Comput., 2020,

16, 4416–4428.
23 S. Song, M.-C. Kim, E. Sim, A. Benali, O. Heinonen and

K. Burke, J. Chem. Theory Comput., 2018, 14, 2304–2311.
24 K. Pierloot, Q. M. Phung and A. Domingo, J. Chem. Theory

Comput., 2017, 13, 537–553.
25 P. J. Knowles, C. Hampel and H.-J. Werner, J. Chem. Phys.,

1993, 99, 5219–5227.
26 J. D. Watts, J. Gauss and R. J. Bartlett, J. Chem. Phys., 1993,

98, 8718–8733.
27 J. F. Stanton, J. Gauss and R. J. Bartlett, J. Chem. Phys.,

1992, 97, 5554–5559.
28 J. V. Ortiz, Int. J. Quantum Chem., 2004, 100, 1131–1135.
29 D. P. Tew, J. Chem. Phys., 2016, 145, 074103.
30 K. Andersson, P. Å. Malmqvist and B. O. Roos, J. Chem.

Phys., 1992, 96, 1218–1226.
31 P. Å. Malmqvist, K. Pierloot, A. R. M. Shahi, C. J. Cramer

and L. Gagliardi, J. Chem. Phys., 2008, 128, 204109.
32 C. Angeli, R. Cimiraglia, S. Evangelisti, T. Leininger and

J.-P. Malrieu, J. Chem. Phys., 2001, 114, 10252–10264.
33 G. Li Manni and A. Alavi, J. Phys. Chem. A, 2018, 122,

4935–4947.
34 O. Weser, L. Freitag, K. Guther, A. Alavi and G. Li Manni,

Int. J. Quantum Chem., 2021, 121, e26454.
35 V. Gandon, N. Agenet, K. P. C. Vollhardt, M. Malacria and

C. Aubert, J. Am. Chem. Soc., 2006, 128, 8509–8520.
36 L. L. Schafer, P. Mountford and W. E. Piers, Dalton Trans.,

2015, 44, 12027–12028.
37 A. A. Dahy, C. H. Suresh and N. Koga, Bull. Chem. Soc. Jpn.,

2005, 78, 792–803.
38 A. A. Dahy and N. Koga, Bull. Chem. Soc. Jpn., 2005, 78,

781–791.
39 A. Roglans, A. Pla-Quintana and M. Solà, Chem. Rev., 2021,
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