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Electronic relaxation and dissociation dynamics
in formaldehyde: pump wavelength dependence

Tomoyuki Endo, *ab Simon P. Neville,c Philippe Lassonde,a Chen Qu,d
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The effect of the incident UV pump wavelength on the subsequent excited state dynamics, electronic

relaxation, and ultimate dissociation of formaldehyde is studied using first principles simulation and

Coulomb explosion imaging (CEI) experiments. Transitions in a vibronic progression in the Ã ’ X̃

absorption band are systematically prepared using a tunable UV source which generates pulses centered

at 304, 314, 329, and 337 nm. We find, both via ab initio simulation and experimental results, that the

rate of excited state decay and subsequent dissociation displays a prominent dependence on which

vibronic transition in the absorption band is prepared by the pump. Our simulations predict that

nonadiabatic transition rates and dissociation yields will increase by a factor of 4100 as the pump

wavelength is decreased from 337 to 304 nm. The experimental results and theoretical simulations are

in broad agreement and both indicate that the dissociation rate plateaus rapidly after E2 ps following an

ultrafast sub-ps rise.

1 Introduction

Often, a pump–probe experiment is similar to a black box
where only the input parameters and output observables are
known. However, the ultimate goal is to identify the mechanism
that explains how the observables arise given a specific set of

initial conditions. This will generally require not only careful
analysis of the experimental data, but often high-level simulation
of both the underlying dynamics and the resultant measurable
quantity. Understanding the rates of radiation-less transition
between electronic states, and the nature of the vibrations that
mediate this population transfer, has been a focus of experimental
and theoretical efforts since the 1960s.1,2 Less quantitatively
studied, however, has been the ability of the decay mechanism
itself to affect specific chemical processes following return to the
ground state.3,4 In general, only a subset of vibrational modes will
appreciably modulate the vibronic coupling that facilitates internal
conversion. Thus, following electronic relaxation, and particularly
for ultrafast processes, the resultant phase space distribution of a
ground electronic state wave packet may be strongly localized in
terms of mode excitation. In other words, where does a wave
packet end-up in the ground state upon relaxation from an
electronically excited state, and how does this influence subse-
quent reaction dynamics? The energy distribution following return
to the ground state will have implications for the time-evolution of
the subsequent ground state dynamics. However, the ability to
simulate, in a quantitative and cohesive manner, both the excited
state dynamics and subsequent hot ground state processes pose
a daunting challenge for computational studies. Indeed, even
identifying a spectroscopic observable that can resolve these
different types of dynamics in a time-resolved manner is difficult.

In a recent joint experimental–theoretical work,5,6 our team
was able to directly image roaming dynamics of formaldehyde
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in real time using the time-resolved Coulomb explosion
imaging (CEI) technique in a pump–probe scheme to capture
the statistically occurring signal. The identification of indivi-
dual dissociation reaction paths was however only possible
upon confirmation that population initially excited to the first
excited electronic state Ã with a femtosecond laser pulse is
able to reach the vibrationally excited electronic ground
state X̃ within the observed timescales of a few hundred
femtoseconds – in strong contrast to the generally assumed
lifetime of tens of nanoseconds known from high-resolution
spectroscopy.7 This confirmation was critically important since
the various dissociation channels open up only on the ground
state. The key was that the essentially background-free ultrafast
detection system, CEI with single-molecule sensitivity, allows to
observe the onset of dynamics that is five orders of magnitude
faster than previously assumed.

By identifying experimental observables that are sensitive to
real-time events rather than to specific product outcomes
related to roaming or the other dissociation channels, we could
distinguish the roaming pathway from the conventional mole-
cular and radical dissociation reactions. We could also general-
ize the definition of roaming dynamics of formaldehyde (H2CO)
such that a roaming hydrogen fragment, upon completion of
the roaming motion, might either: (i) return to the equilibrium
geometry, (ii) abstract another hydrogen and both of them leave
the remaining CO fragment together, or (iii) dissociate from the
remaining HCO fragment. While previously it was generally
assumed that the roaming path would end up in the two
product channels related to molecular dissociation (H2 + CO
in the case of formaldehyde8–10), we were able to show that it
can also end as radical products (e.g. H + HCO).

While our previous work focused on a single pump wave-
length of 304 nm, in this study we consider the effect of this
parameter on the subsequent overall dissociation dynamics.
We again employ quantum dynamical simulations (at the
Multiconfigurational Time-Dependent Hartree, MCTDH, level
of theory), quasi-classical trajectory (QCT) simulations on an
accurate ground state potential energy surface (PES), as well as
the experimental time-resolved CEI technique to study how
pumping at wavelengths corresponding to different vibronic
bands in the absorption spectrum influences the subsequent
observed (and simulated) multi-state dynamics and ground
state dissociation.

2 Experimental methods and results

The experimental methods and analysis are described in detail
elsewhere.5,11 Briefly, we employed the time-resolved CEI
method at the Advanced Laser Light Source, ALLS (INRS-EMT,
Varennes, Canada). Deuterated formaldehyde (D2CO) was cho-
sen for experimental reasons, to clearly separate the sought-
after signal from residual background signals such as protons
from H2O or hydrocarbons.

A tunable UV pump pulse with the following parameter
combination (304–337 nm, 200–70 fs, 5–8 mJ) excites the system

in a single-photon process to the electronically excited Ã state.
The pump intensity at the focal spot was estimated to be
between 0.3–1 � 1012 W cm�2 from the measurements of pulse
duration, pulse energy, and spot size at the focal point.5 The
absorption cross section of D2CO12 and the spectra of the UV
pump pulses used in the present study are shown in Fig. 1a).
Wavelengths of 304 nm and 314 nm are resonant with strong
absorption lines of the Q4

2Q1
4 and Q3

2Q1
4 bands, respectively,

whereby Q2 corresponds to the C–O stretching mode and Q4

to the out-of-plane bending mode. Longer wavelengths are only
partially overlapping with the Q1

2Q1
4 bands (337 nm) or almost

not overlapping (329 nm).
A time-delayed probe pulse (800 nm, B8 fs, 120 mJ) ionizes

the photo-excited molecules to different multiply charged states
and induces Coulomb explosion from which information about the
molecular structure at different pump–probe delays can be deduced.
Both laser pulses were focused into a collimated gas jet of D2CO
obtained by sublimation of paraformaldehyde-d2 (purity 98%,
Sigma-Aldrich). Ionic fragments resulting from Coulomb explosion
are collected with a uniform-electric-field ion imaging spectrometer.
Their full three-dimensional momenta are retrieved using a time-
and position-sensitive delay-line detector at the end of an ion time of
flight (TOF) spectrometer (RoentDek Handels GmbH). A TOF win-
dow is defined in order to identify events registered by the position
sensitive detector as specific fragment ions – either D+, C+, O+, D2

+,
CD+, CO+, or COD+. The data are then parsed, laser shot by laser
shot, for the existence of a specific fragmentation channel – e.g. (D+,
D+, CO+) for the three-body breakup. The evaluated momentum
information for this channel is stored for further calculation of
various metrics – e.g. total kinetic energy release (KER), or the angle
between momenta of fragments (y).

On average, each laser shot excites a neutral molecule in the
ultrasonic jet. From this molecule we detect the full fragment

Fig. 1 (a) Experimental absorption cross section of D2CO12 (black dotted
line) and the UV spectra (solid lines) used in the present study. Strong
absorption bands are assigned based on ref. 7, 12 and 13. Q2 and Q4

correspond to the C–O stretching mode and out-of-plane bending mode,
respectively. (b) Simulated absorption spectrum.
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momentum information in coincidence. The data were
acquired for 2–3 days at each wavelength. All this information
together is fed into the time resolved data plots. As discussed in
our previous work,5 we experimentally verified excitation to the
Ã state in various ways, including laser-induced fluorescence
measurements and photo-electron spectroscopy.

The focus of the present work is to study the overall
dissociation yield of excited formaldehyde molecules, rather
than investigating the individual dissociation channels as done
previously.5 The temporal evolution of experimental yields of
dissociating molecules at four different wavelengths is shown
in Fig. 2. Following the previous analysis, the yields are eval-
uated by the ratio of the number of counts in the KER region
below 10 eV to the total number of counts in the (D+, D+, CO+)
channel, thus combining the counts within the three different
dissociation channels: molecular and radical dissociation, as
well as roaming.

As previously,5 the molecule is excited to the Ã electronic
state, from where it relaxes to the vibrationally hot X̃ state.
Then, on the ground state PES, the population will undergo
dissociation dynamics. This process (and all dynamics subse-
quent to the pump pulse) are probed via a time-delayed pulse
which excites this population to the triply charged electronic
state where Coulomb explosion occurs. While we can study the
individual steps of population relaxation, propagation and
projection onto the triply charged state separately in theory,
due to the nature of the experimental design, we will always
detect a superposition of signals arising from the combination
of pump and probe laser pulses. Correlated fragments of the
three-body breakup in the (D+, D+, CO+) channel, originating
from a superposition of above mentioned individual steps are
our experimental observable. Due to the single molecule sensi-
tivity of CEI, each of these channels can be identified (see our
previous work5). In the current work however, we study the
overall relaxation and dissociation dynamics of D2CO.

3 Theoretical methods and results

We used high-level simulations to interpret the experimental
results, as detailed in the following sections. These include (i)

modeling the timescale for nonradiative decay from Ã to X̃
employing different initial conditions for the multi-state
dynamics that correspond to the mode excitations associated
with different vibronic bands; (ii) computing the nuclear
dynamics in the vibrationally hot X̃ state with molecular
dynamics (MD) trajectory simulations that used micro-canonical
ensembles at total energies corresponding to the different pump
wavelengths; and (iii) modeling the experimental probe step with
an ionizing laser pulse that results in prompt ‘‘explosion’’ of the
triply charged ion.

3.1 Electronic relaxation from the Ã state: quantum dynamics
simulations

From previous spectroscopic studies7,12,14–20 it is known that
UV pulses in the wavelength range of interest excite formalde-
hyde to the first excited electronic state Ã. It has been generally
accepted that the Ã - X̃ transition requires tens of nano-
seconds. This conventional wisdom is based on previously
reported lifetime measurements7 and simulations.21 However,
these measurements and calculations pertain specifically
to high-resolution spectroscopy where the excitation process
prepares a small number of energy levels. Previous studies
that account for some degree of vibrational mode coupling
(assuming a coherent preparation that spans multiple vibra-
tional levels) predict an already significant shortening of the
lifetime,22,23 up to an instantaneous population transfer on the
order of 1%.24 Because the femtosecond laser pulses used here
for excitation intrinsically correlate to a spectral bandwidth of
E200–300 cm�1 or 0.028–0.038 eV, the resultant wave packet
will have a complex vibrational character.

As detailed in the following, we here employ a vibronic
coupling model that has been parameterized with anharmonic
coupling-terms, which predicts a rate of radiationless ultrafast
population transfer1,2 to high-lying vibrational states of X̃ on
the order of 3% per picosecond at 304 nm.

3.1.1 The model spin-vibronic Hamiltonian. The excited-
state dynamics of D2CO was modeled using a diabatic three-
state spin-vibronic Hamiltonian. The electronic states included
were the two singlet diabatic states |X̃i and |Ãi, and the triplet
diabatic state |T̃1i. These states were taken to be equal to the S0,
S1, and T1 adiabatic states, respectively, at the S1 minimum
energy geometry, fixing the global gauge of the adiabatic-to-
diabatic transformation. In our treatment of the |T̃1i state, the
three different projected spin (ms) components were taken to be
degenerate, allowing them to be represented by a single effec-
tive triplet state.

The total Hamiltonian is partitioned as

Ĥ = T̂N + Ĥel + ĤSO, (1)

where T̂N is the nuclear kinetic energy operator, Ĥel is the non-
relativistic electronic Hamiltonian, and ĤSO accounts for the
spin–orbit coupling (SOC) terms (evaluted here using the
Douglas–Kroll approximation).

Our model Hamiltonian is expressed in terms of the S1

minimum energy geometry normal modes, {Qa|a = 1,. . .,3N � 6},

Fig. 2 Experimental results of yields of dissociating molecules in (D+, D+,
CO+) channel at each wavelength as a function of pump–probe time delay
(a) between �0.3 ps to 2 ps and (b) up to 20 ps. Hatched areas denote the
statistical errors.
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and reads as follows:

HðQÞ ¼ T̂N

1 0 0

0 1 0

0 0 1

2
6664

3
7775þ

W~X~XðQÞ W~X~AðQÞ 0

W~A~XðQÞ W~A~AðQÞ 0

0 0 W~T1
~T1
ðQÞ

2
6664

3
7775

þ

0 0 Y~X~T1
ðQÞ

0 0 Y~A~T1
ðQÞ

Y~T1
~XðQÞ Y~T1

~AðQÞ 0

2
6664

3
7775:

(2)

Here, WIJ(Q) = hI|Ĥel|Ji denote the elements of the diabatic potential
matrix, and YIJ(Q) = hI|ĤSO|Ji the elements of the diabatic SOC
matrix. To proceed, approximations to the nuclear coordinate
dependence of W and Y need to be made.

Firstly, we take the elements of the diabatic SOC matrix Y to
be coordinate-independent, and set them to the values com-
puted at the S1 minimum energy geometry reference point. This
is deemed to be an acceptable approximation because we are
primarily interested in the relative orders of magnitude of the
timescales of internal conversion to |X̃i and intersystem cross-
ing to |T̃1i following excitation to the |Ãi state. The required
SOC terms were computed at the CASSCF level of theory using
the valence triple zeta relativistic atomic natural orbital
basis (ANO-RCC-VTZ) basis set and an 8-electron, 8-orbital
active space.

Secondly, the elements of the diabatic potential matrix W
were approximated using a hybrid 1-mode and quadratic
vibronic coupling (QVC) Hamiltonian approach. All parameters
were computed at the multi-reference configuration interaction
with single and double excitations (MR-CISD) level of theory
using a 6-electron, 6-orbital basis set and the cc-pVTZ basis set.
The full details of the form of the model potential and it’s
parameterization are given in the ESI of ref. 5.

3.1.2 Initial conditions. We consider five different initial
wavepackets: (i) the wavepacket formed by vertical excitation
from the ground state to the Ã state, and; (ii) the four wave-
packets formed by specific excitation of vibrational levels in the
Ã state. The vertical excitation scheme allows us to model the
Ã ’ X̃ absorption spectrum, and thus to validate the model
Hamiltonian via comparison to the experimental spectrum.
The mode-specific excitation scheme allows us to simulate
the excited-state dynamics that ensue following excitation at
337, 329, 314, and 304 nm, which produces excited state
wavepackets corresponding to a superposition of a small num-
ber of vibronic eigenstates. The full details of the mode-specific
excitation scheme are given in ref. 5. That said, the simulation
of the dynamics for the 329 nm pump pulse warrants an
additional comment. In contrast to the other pump energies,
the peak intensity of the pulse for this wavelength is between a
pair of vibronic peaks, as opposed to being uniquely assignable
to a single transition. Indeed, based on Fig. 1, this pulse
would appear to prepare a superposition of the Q2

2Q1
4 and

Q1
2Q3

4 vibronic levels. However, preparing such an initial state

is currently not possible using the MCTDH package employed
by the authors. Thus, on the basis of pulse parameters evinced
in Fig. 1, this pump wavelength was simulated as preparing the
Q2

2Q1
4 level exclusively, as the overlap is significantly larger for

this energy level.
3.1.3 Simulation of the Ã ’ X̃ absorption spectrum. In

Fig. 1(b) we show the theoretical Ã ’ X̃ absorption spectrum,
calculated from the Fourier transform of the wavepacket auto-
correlation function computed following vertical excitation to
the Ã state. Overall, the calculated and experimental spectra
(Fig. 1(a)) are in good qualitative agreement, giving us some
confidence in the accuracy of the model Hamiltonian used to
describe the excited state dynamics in the vicinity of the Ã state
minimum. In particular, we see the spectrum is characterized
by two high intensity progressions corresponding to combi-
nation bands of the form Qn

2Q1
4 and Qn

2Q3
4, where Q2 and Q4 are

the C–O stretching and out-of-plane bending (or umbrella)
modes, respectively. There is an additional progression corres-
ponding to Qn

2Q1
5, where Q5 is the asymmetric CH stretching

mode, with peaks at wavelengths 324 nm (Q1
5) and 311 nm

(Q1
2Q1

5), that lie below the highest energy pump pulse. This
progression is also reproduced in the simulation. However,
these transitions have negligible overlap with the pump wave-
lengths employed in this study.

3.1.4 Dynamics following mode-specific excitation to the Ã
state. MCTDH simulations of the vibronic dynamics in the Ã
state following excitation at wavelengths of 304, 314, 329, and
337 nm were performed. In each case, the a0 normal modes Q4 (out-
of-plane bending) and Q2 (C–O stretching) are expected to be
excited.12 The initial vibrational states used for each excitation
wavelength (guided by the results reported in ref. 12 and 13) are
given in Table 1. The X̃ and T̃1 state populations calculated for each
of these initial states are shown in Fig. 3. The wave packet was
propagated for 2 ps for each of the different initial conditions.

The rate of internal conversion to the X̃ state is predicted to
vary significantly with the level of excitation of the C–O stretch-
ing mode Q2. With one and two quanta of energy placed into
Q2, only 0.3% and 1.2% of the population is transferred to the X̃
state after 2 ps, respectively. Increasing the level of excitation of
the C–O stretching mode, however, leads to a significant
increase in the rate of internal conversion, with three and four
quanta of energy being put into this mode leading to 5.1% and
5.5% population transfers after 2 ps, respectively (black lines).
Displacements along this mode, as well as the umbrella mode
Q4, modulate the energy gap between S1 and S0 which facilitates
population transfer to the ground electronic state.

Table 1 Initial vibrational states used in the MCTDH simulations of the Ã
state dynamics following excitation at wavelengths between 304 and
337 nm

Excitation wavelength (nm) Initial vibrational state

304 Q4
2Q1

4

314 Q3
2Q1

4

329 Q2
2Q1

4

337 Q1
2Q1

4
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The rate of intersystem crossing to the T̃1 state is predicted
to be extremely low in all cases (red lines). With one and two
quanta of energy placed into the C–O stretching mode Q2, the
calculated population of the T̃1 state after 2 ps does not exceed
0.003%. Placing three or four quanta into Q2 increases the final
population of the T̃1 state to 0.014% in both cases. We thus
conclude that the early time relaxation dynamics will be domi-
nated by internal conversion to the X̃ state.

3.2 Quasi-classical trajectory calculations on the vibrationally
excited X̃-state and projection onto the D2CO3

+ PES

This section corresponds to steps (ii) and (iii) of the simulation
procedure. The following energies, including zero-point energy
(ZPE) of 4175 cm�1, were studied in these simulations:

(1) 37 070 cm�1 (corresponding to 304 nm photon energy),
(2) 36 022 cm�1 (corresponding to 314 nm photon energy),
(3) 34 570 cm�1 (corresponding to 329 nm photon energy),
(4) 33 849 cm�1 (corresponding to 337 nm photon energy).
3.2.1 X̃-state trajectory simulations. The methods used to

simulate the dissociation and roaming paths on the hot X̃ state
were similar to those described elsewhere.25 Established QCT
simulations were carried out on the ab initio X̃ state PES of
D2CO26 which has been shown to produce excellent agreement
with experiment.10,25,27

We investigated 1500 trajectories for 337 and 329 nm, 2500
trajectories for 314 nm, and 3000 trajectories for 304 nm,
combining the trajectory sets of ref. 5 with new ones to improve
statistics. To obtain the correct vibrational energy in the
initialization of each trajectory, we assigned random velocities
to all four atoms and set the total angular momentum to
zero by subtracting the angular velocity contribution. Finally,

we re-scaled all velocities to the chosen value of the resulting,
now purely vibrational energy. Use of this randomly distributed
vibrational energy is equivalent to the assumption that intra-
molecular vibrational energy transfer following the Ã - X̃
transition occurs rapidly compared to the dissociation time.
The new set of calculations resulted in numbers specifying the
positions and velocities of the four atoms every integration step
(0.1 fs) and these were stored every 60 steps or 6 fs.

3.2.2 Coulomb explosion simulations of D2CO3+. To simu-
late the experimental probe step, the Coulomb explosion pro-
cess is approximated by projecting the X̃ state trajectories onto
the triply-charged ion state. Although the subsequent separa-
tion of the ions was principally controlled by the Coulomb
repulsion, it was not sufficiently precise to assume a purely
repulsive triply-charged state. We have therefore calculated a
realistic D2CO3+ PES, representative of the present CEI experi-
ment, using the CASSCF(7,7) method with GAMESS package
and fitted it adopting both energies and gradients, using
permutational invariant polynomials. In this simulation, we
assumed a delta-function probe pulse instead of the pulse
duration of 8 fs. This means that the molecules in the neutral
ground state are immediately projected onto the PES of the
triply charged state without distorting the molecular geometry
by the probe laser pulse. Note that this simplified approxi-
mation of a Coulomb explosion process does not consider any
possible geometry dependence of the ionization rate.

3.2.3 Evaluating yields of the three-body break-up channel.
As discussed in the ESI of ref. 5, the trajectory simulations were
either terminated once the propagation time reaches 24 ps or
the distance between one of the deuterons from CO exceeds
10 Å. As a consequence, the number of active trajectories
decreases with increasing time, as shown as the red line in
Fig. 4. The same holds for the trajectories undergoing dissocia-
tion (purple line).

We consider a trajectory to be dissociating whenever at least
one of the deuterons goes beyond a threshold distance of 2.8 Å
from the CO fragment5 and to be in equilibrium conditions

Fig. 3 X̃ and T̃1 diabatic state populations within 2 ps calculated following
the selective population of the out-of-plane bending (Q4) and C–O
stretching (Q2) modes in the Ã state. (a) Q4

2Q1
4 (304 nm), (b) Q3

2Q1
4

(314 nm), (c) Q2
2Q1

4 (329 nm), (d) Q1
2Q1

4 (337 nm).

Fig. 4 Number of simulated trajectories as a function of pump–probe
time delay. Only the trajectories breaking-up into the (D+, D+, CO+)
channel when considering the subsequent Coulomb explosion process
are counted. Trajectories are simulated on the vibrationally hot ground
state at an internal energy corresponding to 304 nm photon energy and
subsequently projected onto the D2CO3+ PES. The red curve corresponds
to the total number of trajectories, the purple one to the active dissocia-
tions at a given time delay.

PCCP Paper

Pu
bl

is
he

d 
on

 1
4 

D
ec

em
be

r 
20

21
. D

ow
nl

oa
de

d 
on

 1
0/

22
/2

02
5 

1:
57

:0
2 

A
M

. 
View Article Online

https://doi.org/10.1039/D1CP04264E


1784 |  Phys. Chem. Chem. Phys., 2022, 24, 1779–1786 This journal is © the Owner Societies 2022

whenever both deuterons are within the threshold, based on
the generalized definition of roaming.

The simulated yields of dissociating molecules are obtained
by normalizing the number of dissociating trajectories (purple
curve of Fig. 4) with the total number of trajectories (red curve
of Fig. 4) at a specific time delay, convoluted with the Gaussian
shaped pump pulse with the full width of half maximum of 200,
90, 70, and 90 fs for 304, 314, 329, and 337 nm, respectively.
Since the number of trajectories is evaluated including the
molecular dynamics on the hot X̃ state, as well as the subse-
quent Coulomb explosion process into the (D+, D+, CO+) chan-
nel, the short-term fluctuations in the total number of
trajectories are caused by breaking-up into other channels such
as (D2

+, C+, O+), (D+, DC+, O+), and (D+, C+, DO+). The results for
the four different photon energies are shown in Fig. 5, for
delays up to 2 ps (a) and 20 ps (b). Due to the low statistics,
especially at long time delays, the statistical error is also
considered (coloured shadows in Fig. 5). To enable further
analysis, we employed a fitting of this data. The number of
total and dissociating trajectories in the (D+, D+, CO+) channel
were fitted to the following functional forms:

f (t) = Na0 exp(�t/t0), (3)

g(t) = Na1 exp(�t/t1)[1 � exp(�t/t2)], (4)

where N is the number of investigated trajectories, regardless of
the break-up channels, f (t) and g(t) are the fitting functions for

the total number of trajectories (red curve in Fig. 4) and the
number of dissociating trajectories (purple curve in Fig. 4)
breaking into the (D+, D+, CO+) channel, respectively. f (t) is
given by a mono-exponential decay function and g(t) is defined
as the product of a mono-exponential decay and a rising
function. The mono-exponential decay function corresponds
to a decrease of the number of trajectories due to the termina-
tion of trajectory simulation and the rising function corre-
sponds to the collective transition from the equilibrium
geometry to the dissociative geometry. In Fig. 5(a and b), the
ratio of these functions h(t) = g(t)/f (t) is plotted after convolu-
tion with the corresponding pulse widths at each wavelength
(70–200 fs) as black dotted lines. The fitting coefficients are
summarized in Table 2. In these results, the molecular
dynamics on the vibrationally hot X̃ state and the subsequent
approximated Coulomb explosion process are taken into
account. The contribution of the Ã - X̃ relaxation will be
considered in the following.

To arrive at a completely ab initio time-resolved dissociation
yield that can be compared directly to the experimental result,
the nonadiabatic dynamics simulations that describe the elec-
tronic relaxation of the excited Ã state need to be combined
with the ground state classical trajectory computations. In
principle, the excited dynamics should inform the classical
simulations regarding how the trajectories are ‘‘born’’; both
in time, from the time dependence of the ground state popula-
tion, and in space via those regions of PES where the ground
state component of the wave packet acquires amplitude. The
former can be straightforwardly determined from the MCTDH
simulation, but the latter cannot. Therefore, in this initial work,
we utilize the population dynamics from the MCTDH calcula-
tion to inform the final yield computations, but instead use a
microcanonical ensemble (determined for each pump wave-
length) to generate the initial conditions for the trajectory
simulations. To arrive at our final simulated result, we con-
volute the time-dependent ground state dissociation yields with
the instantaneous rates of population transfer to the ground
state to arrive at the predicted yield. The results are presented
in Fig. 5. In Fig. 5(a and b), we plot the dissociation yields
from the trajectory simulations without considering the time-
dependence of the ground state population, while panels (c)
and (d) show those simulations convoluted with the correp-
sonding population curves from Fig. 3.

To extrapolate the MCTDH simulation results (Fig. 3) up to
20 ps, the results are fitted with the mono-exponential function.

Fig. 5 Simulated yields of dissociating molecules in the (D+, D+, CO+)
channel at each wavelength as a function of pump–probe time delay (a) up
to 2 ps and (b) up to 20 ps. Note that this simulation takes dynamics on the
vibrationally hot X̃ state into account, but not the precedent Ã - X̃
population transfer. Hatched areas denote the statistical error. The fitting
results of h(t) = g(t)/f (t) (eqn (3) and (4)) are shown as black dotted lines.
(c and d) Same as (a) and (b), but obtained by convolution of X̃ state
population (MCTDH simulation result) and the fitting results of h(t).

Table 2 Fitting coefficients for eqn (3) and (4) for the number of total and
dissociating trajectories for different excitation wavelengths, starting from
the vibrationally hot ground state, thus without consideration of the Ã - X̃
relaxation dynamics

Wavelength (nm) a0 t0 (ps) a1 t1 (ps) t2 (ps)

304 0.975 5.74 0.039 5.77 0.397
314 0.954 13.73 0.021 11.90 0.611
329 0.952 92.38 0.004 70.70 0.367
337 0.952 220.42 0.003 56.79 0.384
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However, a stable fit for 329 nm was found to be difficult to
obtain, so this wavelength was excluded from Fig. 5(d). That
said, the results from the 329 and 337 nm initial conditions
were found to be qualitatively similar.

4 Comparison of experiment and
simulation

In the following, we compare the experimental results of Fig. 2
with the theory results of Fig. 5(c and d). We note that the
general features of the time-dependent dissociation yields are
well reproduced. Both simulation and experiment indicate that
the dissociation yields rise and plateau quickly, showing little
change in the channel resolved yields after 5 ps. Furthermore,
in both simulation and experiment we observe the highest yield
of dissociation for the shortest wavelength of 304 nm, followed
by 314 nm. The two other photon energies, 329 nm and 337 nm,
lead to much smaller yields. The explanation for these observa-
tions is readily obtained from the results of the simulations.

Firstly, the excited state decay rate is strongly dependant
on the excitation wavelength. As the pump wavelength is
decreased, the prepared vibronic band corresponds to a combi-
nation band with an increasing number of quanta in the C–O
stretch mode. As discussed in Section 3.1.4, this mode mod-
ulates the energy gap between the S0 and S1 states, which
strongly influences the rate of population transfer. As shown
in Fig. 3 the quantity of ground state population present after
2 ps when the Q1

2Q1
4 band (at 337 nm) is excited, is more than

10 times less than when the Q4
2Q1

4 band (at 304 nm) is prepared
(0.003 vs. 0.055).

Secondly, once decay to the ground electronic state has
occurred, the prevalence of prompt dissociation is dependent
on the quantity of internal energy in the system. As shown in
Fig. 5(a and b) (which do not include the rate of excited decay
on the trajectory dissociation yields), only the two shorter pump
wavelengths result in appreciable dissociation on either the
2 ps or 20 ps timescales.

The primary difference between the simulated and experi-
mental results, however, is observed in the ‘‘rise time’’ of the
dissociation signal, with the experimental results showing a
significantly faster rise time than the simulation. Comparing
Fig. 5(c) and 2(a) most clearly evinces this difference, as the
experimental results plateau within B1 ps, whereas the simu-
lated yields don’t plateau until B2 ps.

A definitive assignment of this difference is not possible in
the present work. However, there are two rather significant
limitations to the current simulations that warrant discussion.
Firstly, in the simulation of the strong field probe process, in
which the trajectories from the vibrationally hot ground state
are projected onto the D2CO3+ state, the calculation does not
account for the geometry dependence of the ionization rate.
The approximation is potentially significant, as the ionization
probability of a molecule depends on its geometry at the time
instant of ionization, and particularly in the case of bond-
lengths elongated to 2–3 times the equilibrium inter-nuclear

distance. Previous studies have shown that the ionization rate
can increase by up to one order of magnitude in the so-called
enhanced ionization regime.28–30 This effect has been already
investigated for the stretching of the C–H bond in e.g.
acetylene31,32 and is expected to play a role here, too. Since
no geometry dependence of ionization is considered in the here
presented simulations, we are not surprised to observe that the
experimental yield increases significantly faster and stronger
than the simulated one, given that roaming occurs at a proton
distance of a few Å from the CO fragment, which indeed
corresponds to a few times the equilibrium inter-nuclear dis-
tance. However, the ab initio modeling of the strong field
ionization rates over a highly extended region of coordinate
space was beyond our current computational abilities and will
thus warrant future study.

Secondly, and of more general interest, the initial conditions
for the trajectory simulations are taken from a microcanonical
ensemble corresponding to the energies at the various pump
wavelengths. However, as discussed in Section 3.1, the rate of
electronic relaxation to the ground state is modulated strongly
by the displacements along the C–O stretch and umbrella
vibrational modes in the S1 state. Thus, the phase-space dis-
tribution into which the ground state trajectories are ‘‘born’’
is likely to be a small subspace of the full microcanonical
ensemble sampled by the present simulation. Calculating the
time-dependent phase space densities that correspond to the
instantaneous Ã - X̃ population flux, and its influence on
subsequent dissociation dynamics, was not only beyond the
scope of the present manuscript but will also require new
technical and computational development. However, we believe
that this is an avenue worth exploring, as the ability of excited state
dynamical processes to ‘‘prime’’ specific reactive outcomes follow-
ing internal conversion has been considered previously.3,4 The
present results suggest that CEI may provide a promising route
to imaging these prompt ground state processes.

5 Conclusions and outlook

The results presented here examine the wavelength depen-
dence of non-radiative decay rates from the first excited state
of formaldehyde, as well as the subsequent dissociation
dynamics on the ground PES. Each of the individual steps of
this complex experiment were modelled with first-principles
simulation techniques. We find that preparing successive
peaks in a vibrational progression in the absorption spectrum
results in dramatically different decay rates and dissociation
yields. There is broad agreement between the simulations and
the experimental results with respect to pump wavelength
dependence and the long-time plateau in the dissociation
yields measured experimentally. The primary discrepancy
between our simulations and the CEI results is in the rise time
of the dissociation yields, which we attribute here to an overly
severe approximation in the ionization rates and, potentially,
to the sampling approach for the ground state trajectories. The
ability of CEI to image prompt ground state reactive processes
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that follow from electronic relaxation make it a potentially
powerful approach to investigate the prompt chemical reaction
dynamics that follow ultrafast nonradiative decay.
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