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Accurately predicting optical properties of
rare-earth, aluminate scintillators: influence
of electron–hole correlation†

Christopher N. Singh, * Ghanshyam Pilania, Jan Bárta,
Blas Pedro Uberuaga and Xiang-Yang Liu

A theoretical and computational analysis of two approaches to simulate luminescent profiles of rare-

earth perovskite scintillators is given. This work establishes the importance of many-particle corrections

in the prediction of the principal excitation wavelength, revealing that they lead to differences of nearly

one hundred nanometers from the standard D-SCF approach. We show the electronic structure of this

class of materials uniquely necessitates a many-particle treatment because, in contrast to traditional

semiconductors, rare-earth scintillator materials are weakly screened and relatively few bands dominate

the radiative decay channels. This makes accounting for long-range electron–hole correlations a central

issue in accurate predictions, and we discuss the trade-off between accuracy and performance of

various popular approaches. Understanding the strengths and weaknesses of available theoretical tools

will help define search parameters for new scintillator development.

Introduction

The conversion of high energy particles such as g-rays, a-particles,
X-rays, and neutrons to lower-energy visible or ultraviolet photons
is of great scientific and technological importance.1 Scintillators
are materials that accomplish this conversion. They are an impor-
tant subset of the broader class of luminescent materials, and
these have key applications in radiation detection for national
security, high energy physics, lasers and light emitting diodes,
medical imaging and therapy, oil drilling, and more.2 In light of
this, accurate predictions of scintillator performance and funda-
mental notions for how to tune that performance to the desired
application have become increasingly sought after,3–7 but achiev-
ing this goal requires accounting for radiative and non-radiative
decay channels in complex, quantum light-matter interactions.8

Properties at the macroscopic level such as light yield, response
time, and stability under irradiation conditions are of pivotal
importance for scintillators,9,10 yet a full quantum mechanical
treatment of the properties remains a significant theoretical
challenge.5 In fact, the large difference between theory and
experiment indicates we are far from a complete theoretical
understanding of the phenomena.11,12 It is therefore worthwhile
to benchmark the efficacy of standard approaches in predicting
the luminescent profiles of scintillator materials, while also

expounding the different fundamental physical assumptions that
constitute these approaches.

When a material is (g)-irradiated, three types of interaction
processes can unfold – photoelectric absorption, Compton scat-
tering, or pair creation13 – but for inorganic scintillators, photo-
electric absorption is the primary light–matter interaction. While
the intimate relationship between photoelectric absorption, electro-
nic structure, and efficient recombination of photo-excited
carriers is standard canon from a band-engineering (single-particle)
perspective,8,10,14,15 the many-particle contribution is much less
considered in the context of scintillators.16 It is however well
established in traditional semiconductors,17,18 and therefore ought
be considered even more important in weakly-screened, wide-gap
systems with dispersionless manifolds. In addition to many-body
effects, an accurate theory must distinguish intrinsic from extrinsic
degrees of freedom that contribute to scintillator performance.12 For
example, crystalline defects, precise stoichiometry, non-uniformity,
and the like are extrinsic factors, often uncontrollable at the level of
fabrication. Excitation density, relaxation rate, excitation energy –
these are intrinsic to a given system, defined by the chemistry and
atomic structure. Because it has been recognized that a set of
theoretical criteria is highly desired for predicting new, as well as
tuning known, scintillator materials,19–21 this task of accurate
modeling naturally must begin with handling the intrinsic pro-
perties of photo-excited carriers including many-body effects.‡
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In this article, we compare the accuracy and performance of
two endpoint theories§ commonly used to access principal
luminescence wavelengths from first principles – the D-Self-
Consistent-Field (D-SCF) aspproach,22 and many-body pertur-
bation theory using the Bethe–Salpeter Equation (BSE).23–25 We
find that for the cerium-doped perovskites, a particularly
promising class of materials due to their ease of manufacture
and wide range of optoelectronic properties,26 solution of the
BSE gives excitation wavelengths within a few percent of experi-
mental measurements for approximately half the computational
cost of D-SCF. Meanwhile, the D-SCF approach generally gives
excitation wavelengths at best to within 20% of experiment, and
our general finding with this method is similar to previous
results pertaining to systems with different chemistries,27,28

supporting the conclusion that the general performance of the
D-SCF approach is constant across chemistries. We discuss the
approximations of electron–hole correlations as the origin of
these discrepancies.

Theoretical approaches

The D-SCF method is a way to approximate the electron excitation,
addition, and removal energies in localized systems (Martin
section 10.629). It is closely related to Slater’s transition state
argument.30 The transition energy in this formulation,¶ DE, is
approximated by the energy eigenvalue, e, of a many-particle
state with one-half an electron transferred between the initial
and final states of interest. In other words, if E1 is the energy of
an initial state parameterized by a set of manifolds, {a}, such
that E1 = E1(ai = 1, aj = 0), and E2 is the energy of the final state
such that E2 = E2(ai = 0, aj = 1), then E2 � E1 = DE can be
approximated by a state with {ai = 1/2, aj = 1/2} and energy e.
That is, the difference in energy between two states, in which an
electron is transferred between two orbitals, is best approxi-
mated by a state that has half an electron transferred between
each orbital. Please see Slater30 for the details, but the impor-
tant notion here is that to leading order DE E e, suggesting the
excitation energy will best be approximated by the eigenvalue of
a state that is halfway between the two states.

In current density functional implementations, the D-SCF
method consists of two independent, self-consistent calculations,
one for the first state with density n1 and total energy E1, and
one for the second state with density n2 and total energy E2. The
excitation energy is given by the difference of the two DE21 =
E2� E1.31,32 To see this more concretely, we follow Gavnholt et al.22

and first restate the Kohn–Sham equation33

�1
2
rþ vKS½nðrÞ�

� �
ciðrÞ ¼ eiciðrÞ; (1)

where n(r) is the density function, vKS[n(r)] is the effective Kohn–
Sham potential, and the ci’s are the single particle Kohn–Sham

orbitals. The density function takes two forms in the D-SCF. In the
first one,

n1ðrÞ ¼
XN
i

c�i ðrÞciðrÞ; (2)

where the sum runs over the number of electrons N such that the N
lowest eigenstates are occupied. In the second one, a new density is
fixed as

n2ðrÞ ¼
XN�1
i

c�i ðrÞciðrÞ þ c�j ðrÞcjðrÞ; (3)

with the jth Kohn–Sham orbital becoming artificially occupied. In
this way, we get a new Hamiltonian and new ‘‘ground state’’ energy.
The excitation wavelength is defined as

lex ¼
�h� c

E n2ðrÞ½ � � E n1ðrÞ½ �: (4)

Now if we consider Slater’s argument in the context of a density
functional representation, E[n2(r)]� E[n1(r)] E e, and a Kohn–Sham
state with energy e should have occupations halfway between the
initial and final states. This means that after finding the self-
consistent ci’s using n2(r) and recomputing the orbital occupations,
we should have a state with half filled manifolds. Therefore, an
additional criterion we can use to gauge the efficacy of the D-SCF
approach is how closely the new self-consistent ci’s realize the half-
transfer condition. We will show later that fixing occupations in the
eigenspace of n1(r) is not a controllable way to realize Slater’s half-
transfer condition. This analysis is one way to see some of the
inherent difficulties in the D-SCF approach, and similar findings
were recently discussed by Jia et al.34

It is however important to discuss some salient features of
this approach now, as well as previous results, before contrast-
ing it with the solution of the BSE. First, a ‘‘special, unknown
orbital-dependent exchange–correlation potential should be
used for the excited states’’,22,35 but this is unknown, and often
the ground state exchange–correlation functional is used. Sec-
ond, it is formally only a statement about the total energy
difference between non-degenerate pairs of states. This sug-
gests that any interpretation of the excited state spectrum as
physical retains the same ambiguity as interpreting the ground-
state Kohn–Sham orbitals as single particle excitation energies,36

and that degeneracies invalidate the approach.34 Third, there is
the practical difficulty in choosing which Kohn–Sham state to
occupy at each point in momentum space.22 Finally, the D-SCF
method by construction requires finding two self-consistent
solutions, which, for complex oxides lightly doped with heavy
f-manifold activators, can become prohibitively expensive as
these systems often require relativistic corrections and hybrid
functionals. We will expand on this point later.

However, in spite of its axiomatic failings, the simplicity
inherent in this approach is often leveraged to gain some
insight into scintillator emission wavelengths. For example,
Marsman et al.3 and Canning et al.19,51 deploy this method for
Ce3+ with reasonable effect. Jia et al.27 also use it, although state
‘‘. . .like in previous studies using D-SCF, we work beyond

§ There are in fact many first principles approaches to excited state phenomena,
but many are more nuanced, less widely applied, or more applicable to molecular
systems. See Dreuw et al.32 or Park et al.82 for more information.
¶ Extensions to density functional theory were given later by Janak85 and Görling.86
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formal justification,’’ and a study looking at thirteen different
scintillating chemistries finds 50–80 percent agreement with
experimental absorption, emission, and Stokes’ shift energies.28

Lastly, and perhaps most importantly, the D-SCF method does
not provide a means to access, even in principle, the scintillator
brightness, and this coupled with all the aforementioned reasons
indicates there is room to improve beyond the predictive power of
the D-SCF for scintillator performance.

Unlike the D-SCF approach, excitation energies by solution
of the Bethe–Saltpeter equation23 are not plagued by the same
ambiguity of interpretation. In fact, the precise manner in
which the BSE improves upon the D-SCF (in the context of
luminescent scintillators) is that, in the BSE approach, the
assumption is that the excited state crystal wavefunction |S(q)i
is a linear combination of two-particle (electron–hole) basis
functions52,53 as

SðqÞj i ¼
X
vck

A
SðqÞ
vck b

y
ðkþqÞcbkv GSj i; (5)

rather than a fixed-density solution in the reference space of the
single-particle Kohn–Sham orbitals (eqn (3)). In eqn (5), the A’s
are the exciton8 coefficients, |GSi is the neutral quasi-particle
ground state, q labels the exciton momentum, c the conduction
band states, v the valence band states, k the momenta, and b†/
b’s the quasi-particle creation/annihilation operators. This has
several meaningful consequences. To see how they manifest in
the optical properties, we first write down the exciton Hamilto-
nian following Wu et al.54 as

v; c; k; q Hj jv0; c0; k0; qh i ¼ dvv0dcc0dkk0 EðkþqÞc � Ekv

� �

� ðD� XÞcc
0

vv0 ðk; k0; qÞ
(6)

where D and X are the direct and exchange two-particle matrix
elements, respectively, defined as

Dcc0
vv0 ðk; k0; qÞ ¼

1

N
Vk�k0 U

y
kþqUk0þq

� �
cc0

U
y
k0Uk

� �
v0v

(7)

Xcc0
vv0 k; k

0; qð Þ ¼ 1

N
Vq U

y
kþqUk

� �
cv

U
y
k0Uk0þq

� �
v0c0
; (8)

where the U’s are the unitary matrix that diagonalize the quasi-
particle Hamiltonian, and the V’s are the interaction potentials.
Diagonalization of the exciton Hamiltonian gives the coeffi-
cients that are used to determine the dielectric response func-
tion originally derived by Elliot.55

HjSðqÞi ¼ ESjSðqÞi. (9)

We can understand the fundamental change in perspective
afforded by eqn (5) by comparing the expression for the
imaginary component of the macroscopic dielectric function

in the independent-particle picture to that in the excitonic
picture. At the single-particle level, the dielectric function is53

eMðq;oÞ ¼ 1� 8p
q2

X
vck

ðkþ qÞ; c eiq�rj jk; vh ij j2

o� EðkþqÞc � Ekv

� 	
þ iZ

; (10)

while in the many-body description it is24

eMðq;oÞ ¼ 1� 8p
q2

X
S

P
vck

A
SðqÞ
vck ðkþ qÞ; cjeiq�rjk; vh i











2

o� ES þ iZ
: (11)

From these expressions, the effect of the two-particle corre-
lations is to admix contributions from different inter-band
excitations to the final spectrum that are just summed indivi-
dually at the single-particle level. In eqn (10), a zero in the
denominator at the fundamental gap (when o� [E(k+q)c� Ekv] = 0)
usually dominates the spectrum; however, in eqn (11), the poles
depend on the eigenvalues (ES) of eqn (9). These eigenvalues ES

correspond to linear combinations of electron–hole states that
can be of mixed orbital character. In the rare-earth doped
scintillators, it is a theoretical challenge to understand the role
played by partially delocalized activator states that interact with
the host conduction band,19,51 and the ambiguity in the D-SCF
approach is thus exacerbated if the first available virtual band is
composed of partially delocalized, dipole-forbidden orbital
character. The BSE approach however handles this aspect, and
in fact goes beyond it because not only are excitation and
relaxation rates weighted by the dipole matrix elements,** but
the electron–hole coupling is considered explicitly. These differ-
ences are schematically illustrated in Fig. 1.

Fig. 1 Schematic illustration of the difference between the D-SCF approach
and a solution of the BSE. Predicting optical properties using the D-SCF is most
suited for transitions between atomic-like states of uniform orbital character.
This is indicated by the dispersionless energy levels of a single color on the left
hand side. The BSE approach however considers every possible electron–hole
excitation, with a probability given by the dipole matrix element. This removes
the ambiguity in manually occupying any dipole-forbidden transitions, and also
accounts for initial and final states of mixed orbital content. Bands of mixed
content are indicated by the color gradients.

8 We use the word exciton in the same way as Mahan p. 592:56 ‘‘the modification
of the absorption rate of photons due to the Coulomb interaction between the
electron and valence band hole’’. ** This point will be elaborated on later.
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Finally, for simplicity, we focus only on zero temperature.
Our assumption is that the initial and final states have the same
number of phonon fluctuations. The consequence is that the
emission and excitations energies are equal in this approach. In
general, however, the emission spectrum is a reflection of the
absorption spectrum across the zero-phonon line,56 meaning
the same physical process usually has a lower energy during
emission than during absorption. Nevertheless, if electron–hole
correlations have the tendency to red-shift features in the
absorption spectrum, then elements in the emission will be
blue-shifted, leading to the observed minimal Stokes shift in
these materials.

Methods
Computational

As alluded to, Ce3+ activated inorganic complex oxides are of
particular interest because of high light yield and efficient
5d - 4f (parity allowed) transitions. The energetics of activator
states have been investigated (semi-empirically) to this end by
Dorenbos et al.;57,58 thus, we use the cerium-doped perovskites
(MAlO3:Ce for M = Lu, Gd, Y, La) as a model series of rare-earth
scintillating systems in a first principles analysis. The electro-
nic structure and dielectric function of LuAlO3:Ce, GdAlO3:Ce,
YAlO3:Ce, and LaAlO3:Ce are determined in this study using
Density Functional Theory (DFT) as implemented in the Vienna
Ab Initio Simulation Package (VASP)59–63 with PBE+U64–69 or
HSE0670,71 exchange–correlation functionals to obtain both the
instantaneous ionic-electronic ground state and the D-SCF22

excited states, and solve the Bethe–Salpeter equation (BSE)23–25

beyond the Tamm–Dancoff approximation.72

The LuAlO3:Ce, GdAlO3:Ce, and YAlO3:Ce perovskites crystallize
in an orthorombic Pnma (space group 62) structure while the
LaAlO3:Ce compound has trigonal R%3c (space group 167) symmetry.
As a starting point, we use the experimental lattice parameters from
Dernier et al.,73 Boulay et al.,74 Diehl et al.,75 and Takata et al.76 for
the lutetium, gadolinium, yttrium, and lanthanum compounds
respectively. Using these parameters as inputs, we replace one
leading cation by Ce, and perform standard lattice relaxations at
the PBE+U level to find the ground state ionic positions. These
atomic positions are then used in single-point hybrid calculations
that constitute our approximation to the ground and excited states
for D-SCF calculations. The PBE+U+SO quasi-particle spectrum is
then used to solve the BSE equation and evaluate either eqn (10) or
eqn (11) to understand the optical absorption processes.

In this study, we conceptualize the Hubbard U term to be a
free parameter in the sense that, while the ionic relaxation and
electronic structure are U-dependent, the precise value of U
does not change the qualitative behavior.†† We fix Ueff = 4 eV
and J = 0 for all f states within the Dudarev scheme66 unless
otherwise noted. Due to computational limitations in the D-SCF
calculations, we neglect the spin–orbit interaction when

comparing several chemistries (Table 1); however, we provide
some discussion below on its importance.

While GdAlO3 is an antiferromagnet at 0 K,77 again for computa-
tional simplicity, in the D-SCF calculations we do not attempt to use
the antiferromagnetic ground state, but instead use, as an approxi-
mation, the computationally simpler ferromagnetic state. This is a
reasonable approximation because the antiferromagnetic ordering
temperature is 3.9 K.77 Therefore, the exchange interaction should
not contribute significantly to the free energy at high temperature.
Where the HSE06 hybrid functional is used for final electronic
structure calculations, we use 33% exact exchange instead of the
usual 25%.78 The screening parameter is 0.2 Å�1. In all cases, we
maintain a minimum momentum space resolution of 0.7 Å�1.

Experimental

For comparison to the theoretical calculations, Ce-doped perovs-
kites YAlO3:0.5% Ce and GdAlO3:0.5% Ce were synthesized by
melting the mixture of constituent oxides under an argon atmo-
sphere in an optical floating zone furnace and subsequent quench-
ing of the melt. A single-lamp, single-mirror optical floating zone
furnace FZ-S15065X(HV) (Asgal Corp., Japan) equipped with a 6.5
kW Xe arc lamp was utilized with an Al2O3 crucible serving as a
receptacle for the molten droplets. Phase purity of the samples was
confirmed by X-ray powder diffraction on a Bruker Nano D8
Advance diffractometer equipped with a LynxEye XE-T position
sensitive detector and copper X-ray tube. The lattice parameters
determined from the observed diffraction peak positions matched
the reported literature values and database records, confirming
their composition. Thin opaque pellets were fabricated from as-
prepared powders with 5 wt% methylcellulose binder and their
photoluminescence emission and excitation spectra were measured
using custom-built PTI Quantamaster double-grating spectrofluo-
rometer using 75 W Xe arc lamp as a light source and Hamamatsu
R928P photomultiplier tube as the detector. After removing the
scattered light background, the transition energies for observed
overlapping excitation bands (monitored wavelength was at Ce3+

emission maximum of 358 and 365 nm for GdAlO3:Ce and
YAlO3:Ce, respectively) were determined from a multiple Gaussian
curve fit in the spectra transformed into BW/eV = f (E[eV]).

Results

Table 1 represents the main result, and compares the theore-
tical and experimental fundamental electronic gaps as well as

Table 1 Luminescent and electronic parameters from experiment and
theory. Entries without citations are from this work

System
Eg-experiment
(eV)

Eg-theory
(eV)

lex-expt
(nm)

lex-D-SCF
(nm)

lex-BSE
(nm)

LuAlO3:Ce 8.437 8.4 (HSE06) 310–35538,39 420 340
GdAlO3:Ce 7.315 7.0 (HSE06) 230–31040–42 457 363
YAlO3:Ce 7.943 7.9 (HSE06) 260–39544–47 347 355
LaAlO3:Ce 5.548 4.7 (HSE06) 209–31449,50 283 268

†† These compounds are metallic at the PBE level, and while the value of U can
rigidly shift the precise location of the Ce f state, we mainly need it to open a gap
for cheaper-than-hybrid ionic relaxations.
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principal luminescence wavelengths. We find that generally
hybrid functionals give the best Eg for these rare-earth aluminates.
The range of lex measurements taken from literature is summar-
ized in Table 1, and the experimental gap is taken from experi-
ments performed on high quality bulk films. This table shows that
the BSE predictions are within a few percent of the average
wavelength measured across several experiments, while the
D-SCF prediction can vary by nearly 100 nanometers. For exam-
ple, in the lutetium compound, the D-SCF underestimated the
excitation energy, while in the yttrium compound, the excitation
energy was overestimated. The reason for this, we suspect, has to
do with the character of the virtual state wave functions. For
example, the lowest conduction band states in LuAlO3:Ce and
YAlO3:Ce vary in orbital content and degree of localization.
Enforcing the occupation of these Kohn–Sham eigenstates states
does not account for selection rules, energy and momentum
conservation, or the fact that the D-SCF approach is meant to deal
with localized states. Solution of the BSE does account for each of
these, and we attribute the difference between the D-SCF
approach and experiment to these factors.

Fig. 2 summarizes the electronic structure of LuAlO3:Ce at
various levels of theory. Panels (a) and (b) show the ground and
excited state density of states using HSE with spin–orbit (SO)
coupling. Panels (c) and (d) demonstrate the effect of the
Hubbard U correction. Similar to Ning et al.,79 we find that

increasing the Hubbard U correction on the Ce f states nearly
linearly drives them toward the valence band. We see that in the
un-relaxed structure, the single Ce f electron remains in the gap
and never becomes part of the valence band for 2 o U o 8 (eV),
but in the relaxed structure for a large enough U value, this
state can be driven into the valence band. Panel (e) shows the
dispersion of LuAlO3:Ce, and panel (f) shows the projected
density of states. From the latter four panels, we know that the
Hubbard U term can slide the position of the occupied Ce f
level within the gap. Although the states are largely dispersion-
less, we do find significant orbital mixing in the conduction
band. The projected density of states in Fig. 1(f) shows that,
because the lowest lying conduction band states do have
significant Ce d and f character, we expect the D-SCF approach
to be less accurate. Nevertheless, we can still investigate the
difference between the electronic structure in the ground and
excited states as given in the first two panels of Fig. 2. We find
using the D-SCF approach that the localized Ce f level becomes
unoccupied in the excited state as expected (Fig. 2b), but addi-
tionally that the d character is pulled down in energy. This is
evidence that the excited state solution has not fallen back into
the ground state, i.e., we have not suffered a variational collapse.

Based on our discussion of the D-SCF approach in the
Theoretical Approaches section, we seek to move half an electron
between the Ce 4f and 5d orbitals. However, the difficulty of using

Fig. 2 Electronic structure of LuAlO3:Ce. (a) Ground state with HSE + SO. (b) Excited state with HSE + SO. Due to the nature of the Lu f states, we
partition the f state panel horizontally at the vertical solid line. On the right hand side, a 5� magnification factor has been applied. In the other panels, a
magnification factor has been applied across the entire spectrum that has been noted. The abscissas in (a) and (b) are relative to the chemical potential.
Panels (c) and (d) give the PBE+U+SO result with and without ionic relaxation with various values of U applied to Ce. In (d), the inset magnifies the region
highlighted in the main figure. Panels (e) and (f) show the bandstructure and projected density of states for a fixed value of U.
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the eigenstates as a reference basis is clear from Fig. 3. It shows
the change in the DFT energy between the ground and excited
states, DE, as well as the change in f orbital occupancy, Dnf, for
LuAlO3:Ce including spin–orbit coupling with various functionals
and pseudopotentials. Fig. 3 also serves to illustrate that the

spin–orbit interaction does not improve the D-SCF prediction
appreciably. In principle, the spin–orbit coupling can affect the
system in three ways. First, it splits the degeneracy between the
Lu f states, better aligning the simulations with synchrotron
valence band spectra. Second, it allows inter-system crossings
between bright and dark exciton states,80 effectively changing the
nature of the available decay channels. Third, because Ce3+ is
susceptible to nephelauxetic expansion,81 the spin–orbit inter-
action increases the delocalization of virtual Ce d states relative to
the non-spin–orbit coupled solution. In spite of these, we find
that including the spin–orbit coupling only changes the result by
a few nanometers, and suspect each of these effects to generally
be a weak correction to the predicted wavelengths. In fact, this
same trend holds regardless of the functional chosen or pseudo-
potentials used – the principal luminescence wavelength is
approximately 20% deviated from experiment, and at the same
time, we do not reach the transfer of one-half an electron. The
results in this plot are a manifestation of the difficulty inherent in
the D-SCF approach, which we suspect will hold across solid state
chemistries. We attribute the deviations from experiment in
Table 1 to these same factors.

Fig. 4 shows the electronic structure and dielectric function
for the yttrium and gadolinium compounds, respectively. Much
like the lutetium compound, the spin–orbit interaction lowers
the degeneracy in the Ce f states, and a Hubbard U correction is

Fig. 3 DSCF metrics for LuAlO3:Ce. The excitation energy and change in
occupation with different functionals is given. The label ‘‘HSE*’’ designates
HSE functional with GW pseudopotentials. We find that it is hard to control
the occupation, and that excitation energies deviate from experiment. The
BSE result is indicated for visual reference by the horizontal green bar.

Fig. 4 Electronic structure and excitation energy across chemistries. The electronic structure of the yttrium and gadolinium compounds with various
functionals is given alongside the imaginary part of the dielectric function. Panels (a) and (b) contrast the density of states of the native and cerium-doped
yttrium aluminate. Panel (c) contrasts the BSE and single-particle result for the yttrium compound. Panels (d) and (e) contrast the density of states of the
native and cerium-doped gadolinium compound, and panel (f) contrasts the BSE and single particle dielectric function. In both yttrium and gadolinium
cases, purely local functionals fail to gap the doped system, and spin–orbit coupling lowers the f manifold symmetry. A low energy peak arises in the BSE
spectrum that is almost completely absent in the DFT result. The experimental measurements are indicated by the vertical dashed lines.
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necessary to gap the spectrum. The single particle spectrum is
compared against the BSE spectrum in part (c) and (f). We find
that, in both cases, accounting for the electron–hole interaction
via the BSE results in the emergence of new low energy peaks
that align well with experimental measurements (indicated
by dashed vertical lines), but also significantly red-shifts the
spectra. Because we need very few (only 4) occupied bands and
relatively few (20–40) unoccupied bands to capture the experi-
mental excitation wavelength, this is evidence that a primary
radiative decay event in the cerium doped aluminates is driven
by the Coulomb interaction between a hole localized on the Ce f
state and a partially delocalized state that can be of mixed
orbital character. Our finding is in contrast to previous work
suggesting that, without localized in-gap states, there can be no
luminescence.51 In other words, there are actually two energy
scales that contribute here – thermal and correlation. It is
usually thought that Ce3+ d states must lie far enough (ckBT)
below the conduction band so that thermal quenching will not
preclude scintillation. However, it is possible that correlation
effects (spectral properties) can outweigh distribution effects
(the temperature only enters the Fermi function), if localized
holes are negligibly screened. At the single-particle level (DFT),
the theoretical peaks in Fig. 4(c and f) align with the thermal-
only picture because the Ce3+ d are buried in the conduction
band and no peak is predicted near the experimentally mea-
sured wavelength. However, by including the electron–hole
correlation effects, we do see a peak at the same energy as the
measurement, even though the Ce3+ d states are slightly hybri-
dized, forming part of the conduction band. Of course there is no
way experimentally to see what will happen in the absence of
correlations, but theoretically we are showing what will happen
with correlations ‘‘on’’ (BSE) and correlations ‘‘off’’ (DFT). By doing
so, we find an optically active channel at the same energy found in
experiment. This data then is evidence that electron–hole correla-
tions play an important role in scintillator properties. At this point,
we now turn to a discussion of these results.

Discussion
Treatment of electron–hole correlations

Earlier, we pointed out that the D-SCF method and the BSE
approach vary in multiple ways, but one of the most important
ways they differ is in their treatment of electron–hole correlations.
In the D-SCF method, we have found that local exchange–
correlation functionals perform rather poorly, with predictions
more than 100 nm deviated from experiment, while hybrid func-
tionals perform better with wavelength predictions r100 nm from
experiment. This is evidence that non-local correlations are impor-
tant because the result improved by adding a portion of exact
exchange. In light of the approximations used in the D-SCF
approach that may obscure the interpretation, achieving better
results by incorporating a portion of the screened Coulomb
potential suggests that accounting for the electron–hole inter-
action may be necessary. If, then, by explicit treatment of the
direct and exchange couplings through the BSE, one achieves

predictions even more in line with measurement, the conclusion
that electron–hole correlations are important becomes even
stronger. What then precludes always solving the BSE? The
issue is often one of computational expense.

The computational burden usually associated with solution
of the BSE is however decreased (or absent) for this specific class of
materials, and the computational cost of the D-SCF method is
increased. This is because a large portion of the computational
cost for solving the BSE comes in converging the evaluation of the
interaction kernel with respect to momentum sampling, but for
the rare-earth scintillators studied here, we were able to achieve
good agreement with experiment with relatively few bands and k
points. This suggests that only a few dispersionless bands dom-
inate the spectrum. In other words, a sufficient approximation is
that the wave functions do not change appreciably between
momenta that compose the radiative decay channel. Additionally,
because the dimension of the exciton Hamiltonian scales only with
bands and k points (dim(H) = NcNvNk), large supercells with light
doping are accessible as long as the radiative decay channels are
comprised of relatively few dispersionless bands. Access to the
excitation energy by the D-SCF method on the other hand scales
cubically with the number of electrons, ultimately requiring
multiple hybrid simulations of large supercells. Couple that
with the absence of ambiguity in the excited state interpretation
with the BSE, and the BSE provides a more accurate, cheaper
alternative to the D-SCF approach for investigation and discovery
of rare-earth scintillator materials.

Extensions of the D-SCF method

It is worth discussing the fact that the D-SCF method is most
studied for molecular systems,32,82 and the dubious choice of
number of electrons to excite in long-range-ordered solids has
been addressed with the development of the D-sol method.36

The D-sol method, however, is formulated to predict the funda-
mental electronic gap in solids, which is not the excitation
spectrum, because numerous processes occur below the funda-
mental gap (single- and multi-phonon production by infrared
irradiation, Urbach tailing, recombination at in-gap/defect
states, exciton recombination etc.83). This alone suggests the
D-sol method would be of limited general utility for scintillator
prediction, even compared to the standard D-SCF. Additionally,
the theory is based on dielectric screening in a homogeneous
electron gas within the random phase approximation, and it is
unlikely this will be a valid starting point for excitations from
atomic-like states in wide gap systems. Dielectric screening is
generally a power law function of the gap,84 and explains why
the materials tested in the D-sol study all have a gap less than
4 eV (and are mostly s and p valence systems). This means the
most salient feature of the D-sol method, namely, a way to
choose the correct number of valence electrons in the thermo-
dynamic limit based on the assumption of complete screening
at 5–7 kf

�1, is not applicable to rare-earth scintillators because
the screening length will be B10 times larger in these systems.
All this suggests that accurate predictions of rare-earth scintil-
lators cannot be approached from the viewpoint of refinements
of the D-SCF method.
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Conclusions

We have shown that accurate predictions of the principal
luminescence wavelength across the cerium-doped, rare-earth
aluminates can be achieved by solving the Bethe–Salpeter
equation from first principles. The efficacy of this approach
reflects the importance of the electron–hole interaction in this
class of scintillating materials. The computational burden
usually associated with solving the BSE is reduced in these
systems because the radiative decay processes are dominated
by relatively few, dispersionless bands. Therefore, a smaller
basis set is needed to achieve reasonable accuracy. A comparison
of the BSE approach against the D-SCF method has presented at
least two sources of error for the D-SCF method. The first is that
electron–hole interactions are not explicitly accounted for, even
though they are expected to play an important role in weakly-
screened, wide-gap systems. To partially circumvent this, advanced
(ground-state) functionals may be employed in the D-SCF method,
but this leads to significant computational expense. Still, ground
state exchange–correlation functionals are not expected to properly
account for the orbital dependent potentials actually realized in
the excited state. The second source of deviation is the difficulty in
obtaining the desired occupations in partially hybridized bands. In
this case, optical selection rules may be inadvertently broken,
leading to incorrect transition energies. Although it can be com-
putationally taxing in certain circumstances, solution of the BSE
has neither of these problems. Therefore, development of new
scintillating materials can leverage the accuracy and affordability
of the BSE approach to accelerate materials discovery.

Author contributions

Christopher N. Singh: conceptualization, methodology, formal
analysis, investigation, writing – original draft, writing – review &
editing, visualization. Ghanshyam Pilania: writing – review &
editing, supervision. Jan Bárta: formal analysis, investigation,
writing – review & editing. Blas Pedro Uberuaga: writing – review
& editing, resources, supervision, project administration, funding
acquisition. Xiang-Yang Liu: conceptualization, validation,
resources, writing – review & editing, supervision.

Conflicts of interest

There are no conflicts to declare.

Acknowledgements

This work was supported by the Los Alamos National Labora-
tory (LANL) Directed Research and Development Program, and
used resources provided by the LANL Institutional Computing
Program. LANL is operated by Triad National Security, LLC, for the
National Nuclear Security Administration of the U.S. Department
of Energy under Contract No. 89233218CNA000001. We would like
to thank J. A. Valdez for X-ray powder diffraction measurements
and B. W. Wiggins for access to photoluminescence setup.

References

1 S. K. Gupta and Y. Mao, Front. Optoelectron., 2020, 13, 156–187.
2 C. Dujardin, E. Auffray, E. Bourret-Courchesne, P. Dorenbos,

P. Lecoq, M. Nikl, A. Vasilev, A. Yoshikawa and R.-Y. Zhu,
IEEE Trans. Nucl. Sci., 2018, 65, 1977–1997.

3 M. Marsman, J. Andriessen and C. W. E. van Eijk, Phys. Rev.
B: Condens. Matter Mater. Phys., 2000, 61, 16477–16490.

4 A. N. Vasil’ev and A. V. Gektin, IEEE Trans. Nucl. Sci., 2013,
61, 235–245.

5 D. J. Vogel and D. S. Kilin, J. Phys. Chem. C, 2015, 119,
27954–27964.

6 F. Zhou, B. Sadigh, P. Erhart and D. Åberg, npj Comput.
Mater., 2016, 2, 1–7.

7 R. Williams, J. Q. Grim, Q. Li, K. Ucer, G. Bizarri, S. Kerisit,
F. Gao, P. Bhattacharya, E. Tupitsyn, E. Rowe, et al., Hard X-Ray,
Gamma-Ray, and Neutron Detector Physics XV, 2013, p. 88520J.

8 M. Korzhik, G. Tamulaitis and A. N. Vasil’ev, Physics of Fast
Processes in Scintillators, Springer Nature, 2020.

9 J. C. de Mello, H. F. Wittmann and R. H. Friend, Adv. Mater.,
1997, 9, 230–232.

10 M. Nikl, Phys. Status Solidi A, 2000, 178, 595–620.
11 W. Moses, G. Bizarri, R. T. Williams, S. Payne, A. Vasil’Ev,

J. Singh, Q. Li, J. Grim and W.-S. Choong, IEEE Trans. Nucl.
Sci., 2012, 59, 2038–2044.

12 A. Gektin, A. N. Vasilev, V. Suzdal and A. Sobolev, IEEE
Trans. Nucl. Sci., 2020, 880–887.

13 T. Yanagida, Proc. Jpn. Acad., Ser. B, 2018, 94, 75–97.
14 J. Ueda, P. Dorenbos, A. J. Bos, K. Kuroishi and S. Tanabe,

J. Mater. Chem. C, 2015, 3, 5642–5651.
15 H. Luo, A. J. Bos and P. Dorenbos, J. Phys. Chem. C, 2016,

120, 5916–5925.
16 P. Erhart, A. Schleife, B. Sadigh and D. Åberg, Phys. Rev. B:

Condens. Matter Mater. Phys., 2014, 89, 075132.
17 W. Hanke and L. J. Sham, Phys. Rev. B: Condens. Matter

Mater. Phys., 1980, 21, 4656–4673.
18 J. Paier, M. Marsman and G. Kresse, Phys. Rev. B: Condens.

Matter Mater. Phys., 2008, 78, 121201.
19 A. Canning, A. Chaudhry, R. Boutchko and N. Grønbech-

Jensen, Phys. Rev. B: Condens. Matter Mater. Phys., 2011,
83, 125115.

20 G. Pilania, K. J. McClellan, C. R. Stanek and B. P. Uberuaga,
J. Chem. Phys., 2018, 148, 241729.

21 G. Pilania, S. K. Yadav, M. Nikl, B. P. Uberuaga and
C. R. Stanek, Phys. Rev. Appl., 2018, 10, 024026.

22 J. Gavnholt, T. Olsen, M. Engelund and J. Schiøtz, Phys. Rev.
B: Condens. Matter Mater. Phys., 2008, 78, 075441.

23 E. E. Salpeter and H. A. Bethe, Phys. Rev., 1951, 84, 1232–1242.
24 S. Albrecht, L. Reining, R. Del Sole and G. Onida, Phys. Rev.

Lett., 1998, 80, 4510–4513.
25 M. Rohlfing and S. G. Louie, Phys. Rev. Lett., 1998, 81,

2312–2315.
26 Z. Song, J. Zhao and Q. Liu, Inorg. Chem. Front., 2019, 6,

2969–3011.
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