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A two-step modelling approach for plasma
reactors – experimental validation for CO2

dissociation in surface wave microwave plasma

Sergio H. Moreno,a Andrzej I. Stankiewicza and Georgios D. Stefanidis *b

Plasma reactors have the potential to enable CO2 utilization technologies and so there is need to investi-

gate their performance from a chemical or process engineering perspective. Multiphysics models are ex-

cellent tools to carry out this analysis; however, practical engineering models of plasma reactors are lim-

ited. Herein a two-step modelling approach for plasma reactors is presented. In the first step, a 2D plasma

reactor model with a simple chemistry is used to characterize the discharge. The result of this step is used

in the second step to develop a global (volume averaged) model of the reactor with the actual chemistry.

The approach is applied in the case of CO2 dissociation in a non-thermal surface wave microwave plasma

reactor. Preliminary calculations reveal the need to include the vibrationally enhanced dissociation of CO2

in the chemistry of the model. Reduced vibrational kinetics are employed for this purpose by introducing

the fictitious species CO*2 . The model predictions are compared to experimental results to validate the

model and obtain insight into the performance of the reactor. In comparison to the experimental results

the conversions obtained with the model are underestimated between 11% and 25%. The dominant disso-

ciation paths in the plasma reactor are also identified. Further calculations are performed to show the im-

portance of an approximate description of the power deposition. Limitations of the approach are discussed

as well, especially those with major contribution to the discrepancies between experimental and modelling

results.

1. Introduction

The utilization of CO2 emerges as a promising approach in
the blend of solutions to cope with two major challenges
confronted by human society nowadays, global warming and
low-carbon circular economy. Among the CO2 utilization alter-
natives, the concept of solar fuels stands out, as the surplus
in green electricity is used to produce synthetic fuels from
CO2. Thus, the limitations of renewable sources with respect
to their unsteady nature are removed by storing the surplus
of green electricity as a fuel that can be used in high demand
periods.

Microwave plasma has the potential to enable this tech-
nology due to its particular characteristics that allow for effi-
cient splitting of the CO2 molecule, reaching energy efficien-
cies up to 90%.1 The mechanism behind the efficient
dissociation of CO2 is the vibrationally enhanced dissocia-

tion, in which the vibrational energy of highly excited states
in the asymmetric vibrational mode can decrease the activa-
tion energy of the dissociation reaction. That way, the endo-
thermic reaction is carried out efficiently, breaking the very
stable CO2 molecule. The importance of vibrational excitation
for achieving an efficient dissociation in diatomic and tri-
atomic molecules has already been known for decades.2,3 In
a nutshell, under adequate conditions, the low-lying asym-
metric vibrational states get excited by electron collisions and
they transfer their energy to higher vibrational states thus
creating an overpopulation of highly energetic states that can
easily dissociate. This is claimed to be the most efficient dis-
sociation mechanism; a detailed description can be found
elsewhere.1,4

After some years in the shadows, the CO2 dissociation by
means of non-thermal plasma has recently been brought
back to the spotlight, mainly due to the crucial need to find
solutions to the aforementioned challenges.5 From the
modelling point of view, research groups in Antwerp, Bari
and Lisbon have been working on the fundamental under-
standing of the physical and chemical processes taking place
in the plasma. For this purpose, the Boltzmann equation for
the electrons is solved together with detailed kinetic models
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that involve specific interactions between distinct energy
states of the molecules.6–11 From the experimental point of
view, various techniques have recently been used to gain new
insights into the effect of different plasma configurations, op-
erating conditions and gas compositions on the behaviour of
CO2-containing plasmas.12–21 Despite these efforts, not all
processes taking place inside the plasma, or involved in the
dissociation, are fully understood and crucial data required
for modelling, such as cross sections or rate constants, are
not available.

Given the potential of the technology, it is beneficial to in-
vestigate its performance from a chemical or process engi-
neering point of view. Thus, there is need for practical engi-
neering plasma models that consider dimensionality and
transport, and ultimately allow for integration of a plasma re-
actor to a process system. In this document, we describe a
two-step modelling approach for plasma reactors, applied to
the specific case of CO2 dissociation in a non-thermal surface
wave microwave plasma reactor. The work is continuation of
our previous published research on the matter.12,13,22 In the
first step, the two-dimensional axisymmetric Argon plasma
model, developed in ref. 13, is used to characterize the dis-
charge by identifying the power losses, the deposited power
density patterns and the time and length scales as well as by
performing a qualitative analysis of the plasma and process
variables. These results are then used in the second step to
develop the model of the CO2 plasma reactor. During the pro-
cess, the need to include the vibrationally enhanced dissocia-
tion in the chemistry of the model is identified. For this pur-
pose, the methodology for the reduction of vibrational
kinetics in non-equilibrium microwave plasma presented in
ref. 22 is used. The final model predictions are compared to
our previously published experimental results12 to validate
the model and get insight into the performance of our lab-
scale reactor. The reader is referred to ref. 12, 13 and 22 for
further details on the reduction methodology, the experimen-
tal setup and the Argon model.

2. First step: power deposition and
discharge characterization

The energy required for the CO2 dissociation comes from the
microwave power, which is transferred to the electrons and
from these to other species. It reaches the highest values in-
side the surface wave launcher (Surfatron), where most of the
microwave power is deposited, and decreases downstream.
An estimate of the power deposition per unit volume (depos-
ited power density) can be obtained from our previously de-
veloped two-dimensional model of an Argon plasma.13

The physics of this self-consistent model involve variables
whose times and lengths scales differ widely in magnitude,
making the non-linear system of equations numerically chal-
lenging to solve. Simple chemistries, such as Argon, are pre-
ferred in this first step as they allow for characterization of
the discharge without adding much more complexity to the
system of equations. The opposite is true for complex chemis-

tries, such as CO2 dissociation, for which vibrationally excited
states must be included in the non-thermal plasma model.
The kinetics of vibrationally excited states lead to very high
gradients and rates during the solution of the system of
equations as well as numerical instabilities early in the simu-
lation that impede the solution of equations.

The Argon model was slightly modified to account for the
heat removal from the reactor. In our experimental setup the
cooling system consisted of cooling water at 5 °C flowing in-
side the Surfatron and compressed air at 20 °C blowing in-
side the cavity (between the Surfatron and the quartz tube). A
detailed modelling of the cooling system is outside the scope
of the present work. Thus, for the sake of simplicity the inner
wall temperature of the quartz tube was fixed to a specific
value.

Simulations at the experimental conditions of the pure
CO2 dissociation reported in ref. 12 were performed in the Ar-
gon model to investigate the power deposition in the reactor.
In the experiments, the microwave power input was 150 W,
the pressure 20 mbar, the inlet temperature 300 K and the in-
let flowrate 100, 200 and 300 sccm. The simulations were car-
ried out in a time dependent solver until 0.02 s, which is suf-
ficient time for the process to reach steady state. The results
of the simulation for an inlet flowrate of 300 sccm and a tube
inner wall temperature of 300 K are shown in Fig. 1–3. Quali-
tatively similar results were obtained for the other flowrates.
The analysis of the results is only performed in the axial di-
rection due to its relevance with the second step of the
approach.

Fig. 1 shows the steady state average values of the electron
density, electron temperature and gas temperature as a func-
tion of z (axial coordinate). These profiles are obtained by
integrating the variables in the radial and angular directions
and dividing the result over the cross section of the quartz
tube. The steady state for these variables is obtained at
∼0.006 s, given their direct relation with the electron kinet-
ics, which are characterized by very short timescales. The
steady state for the average velocity and the pressure is
reached later, at 0.016 s (profiles shown in Fig. 2).

The steady state of the average deposited power density is
shown in Fig. 3. This profile remains constant after 0.006 s,
when the plasma variables have also reached their steady
states. However, the portion of the profile corresponding to
the Surfatron body (between 38 and 118 mm) stabilizes ear-
lier in the simulation, at ∼0.001 s. In this zone, the plasma is
ignited and most of the power is deposited.

In a surface wave discharge, the generated plasma
serves as a propagating medium for the surfaces waves
that are created and shaped inside the surface wave
launcher. These electromagnetic waves travel axially in
both directions inside the plasma while feeding it with their
power.23 This can be easily seen in Fig. 3, where the power
density decreases as the electromagnetic waves travel through
the plasma and completely vanishes when the plasma does
as well (see Fig. 1). The power density oscillations, also ob-
served in Fig. 3, are related to the variations in the
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magnitude of the surface wave electric field and, particularly,
its axial component. Inside the plasma the axial component
of the electric field dominates over the radial component,
thus having a larger contribution to the power deposition.
Outside of the plasma, the radial component dominates.24 It
can also be seen that all variables exhibit fluctuations driven
by the power deposition fluctuations inside the Surfatron
body.

Electrons are the driving force in a plasma, they take en-
ergy form the microwaves before transferring it to the heavy
species. The behaviour of the variables in Fig. 1 and 2 can be
explained in simple terms from the variations seen in Fig. 3.
The microwave power energizes the electrons, increasing
their mean energy, which is proportional to the electron tem-
perature. High ionization rates are obtained at high electron
temperatures and therefore high electron densities are lo-

cated at zones of high deposited power densities. Conversely,
more power can be deposited in zones of high electron densi-
ties. The electrons subsequently transfer their energy to the
Argon species via elastic and inelastic collisions, which ulti-
mately leads to a local increase of the gas temperature where
high electron densities are located. Similarly, the velocity in-
creases at zones of high temperatures due to the local expan-
sion of the gas. For this ideal gas, the variation between the
temperature and the velocity is roughly linear given the very
low pressure drop. At higher local velocities the pressure
drop increases, but for the entire reactor it remains low and

Fig. 1 Electron density (top), electron temperature (middle) and gas
temperature (bottom) profiles at steady state (0.006 s). These profiles
were obtained using the Argon model13 for a flowrate of 300 sccm,
inlet temperature of 300 K, inner wall temperature of 300 K, outlet
pressure of 20 mbar and a microwave power input of 150 W. (1 eV ≈
11 600 K).

Fig. 2 Velocity (top) and pressure (bottom) profiles at steady state
(0.016 s). Argon model at the same conditions given in Fig. 1.

Fig. 3 Deposited power density profile at steady state (0.006 s). Argon
model at the same conditions given in Fig. 1. The power density peak
seen at 116 mm is related to the intense electric field formed at this
point due to the Surfatron design (see small protrusion at the bottom
of Fig. 4).
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almost linear with the tube length, as expected for this lami-
nar flow.

The total power deposited in the plasma is 121.8 W, which
corresponds to the area below the curve of Fig. 3 multiplied
by the quartz tube cross section. This value is smaller than
the 150 W of microwave power input to the Surfatron due to
the leakage of microwaves. Fig. 4 shows the time average
power flow in the positive radial and z directions at the edge
of the Surfatron body, where most of the microwave leak
takes place. The addition of a waveguide at the Surfatron out-
let has proven to be successful in limiting these power losses,
thereby increasing the overall performance of the reactor for
the case of CO2 reduction with hydrogen.13

Another important quantity is the 89.4 W of power that is
deposited inside the Surfatron body, within a length of ap-
proximately 8 cm. This gives an average power density of 8.9
× 107 W m−3, which is enough to ignite and sustain the
plasma. The remaining 32.4 W are deposited at considerably
lower power densities, with an average power density of 9.5 ×
106 W m−3 over 27 cm of plasma (approximately 35 cm of to-
tal Argon plasma length according to Fig. 1).

Fig. 5 shows the evolution of the power deposition in
time, distinguishing the total deposited power from the
power deposited inside the Surfatron body. These two quanti-
ties reach their steady state values at approximately the same
time as the plasma variables do (0.006 s) and their difference
is established at the early stages of the discharge.

Additional simulations were performed for the lowest ex-
perimental inlet flowrate and a higher wall temperature (re-
sults summarized in Table 1). It is concluded that in our
setup for an Argon plasma at the conditions of the CO2 disso-
ciation experiments, approximately 80% of the power input is
deposited into the plasma and 20% in lost to the surround-
ings. Moreover, 60% of the power input is deposited effec-
tively at high power densities, while 20% is gradually depos-
ited at low power densities. The latest plays a role in
sustaining the plasma, although its effectiveness in this re-
gard is considerably inferior for a molecular plasma, due to
the internal degrees of freedom of the molecules (mainly vi-
bration at low electron temperatures). Molecular plasmas are
highly collisional in comparison to atomic plasmas; conse-
quently the electron temperature is lower and decays faster
in space and time. Therefore, in the so-called afterglow, the
small amount of energy gained by the electrons at low power
densities is predominantly transferred to vibrational states
(of CO2, CO and O2 molecules in a CO2 plasma) and

Fig. 4 Time average power flow (0 to 0.02 s) in the positive radial direction (left) and positive z direction (right). Argon model at the same
conditions given in Fig. 1.

Fig. 5 Deposited microwave power over time. Blue: Total deposited
power, green: deposited power inside the Surfatron body (at high
power densities). Argon model at the same conditions given in Fig. 1.

Table 1 Deposited power and deposition efficiencies at selected inlet
flowrates and wall temperatures Tw. The results were obtained with the
Argon model for an inlet temperature of 300 K, outlet pressure of 20
mbar and a microwave power input of 150 W. SB: Surfatron body

Flowrate
(sccm)

Tw
(K)

Total Pdep
(W)

Deposition
eff. (%)

Pdep,SB
(W)

SB-deposition
eff. (%)

100 300 123.1 82% 91.1 61%
100 600 126.0 84% 92.7 62%
300 300 121.8 81% 89.4 60%
300 600 125.9 84% 92.6 62%
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ultimately to heat, further increasing the temperature and
the relaxation rates.

The quartz tube temperature has a minor effect on the
power deposition according to the results shown in Table 1.
The real temperature of the inner wall is clearly not uniform
along the reactor, but measurements indicated that it ranged
from 50 to 90 °C downstream of the Surfatron.12 A rough esti-
mation of the surface plasma/inner reactor wall temperature
was also done by means of thermal imaging, showing tem-
peratures as high at 600 K at the Surfatron outlet.13 The vari-
ation of the deposited power is shown to be small within the
range of these temperatures.

To illustrate the approach, a profile similar to that of
Fig. 3 is used as input to the global model for CO2 dissocia-
tion. Using a profile based on the results of the Argon model
is more descriptive than a power input value as it gives infor-
mation on where and how the power is deposited into the
plasma. This information is necessary for the modelling of
the reactor, given its direct relation with the plasma vari-
ables. Furthermore, it is also closer to reality than assuming,
for instance, a uniform power deposition in the plasma.

The simplified deposited power density profile used in the
CO2 model is designed to be easier to construct and adjust to
the CO2 plasma, while retaining the main characteristics of the
profile shown in Fig. 3 that is, a high and oscillating power den-
sity inside the Surfatron body and a lower and approximately
linearly decaying power density outside of it. The deposited
power density profile, Pd,den (z), can be computed using the fol-
lowing equation, in which ri is the inner radius, Lp is the length
of the plasma and Pdep is the total deposited power computed
from the power input and the deposition efficiency.

P V P z z P
V L

d,den i d,den depd r d
p

     2
(1)

3. Second step: global model in a
Lagrangian approach

In a so-called global model the variables are averaged over the reac-
tor volume, removing the spatial dependence in the equations. Thus,
the equations to solve are simplified to the much simpler rate equa-
tions, such as the following equation for the conservation of species:

d
d

i
prod,i loss,i

n
t

R R  (2)

where the rates of production and loss of a species i is given by the
chemical reactions.

The electron temperature is computed by the following
equations

e n
t

R P Rd
d d,den ion e i


      (3)

T n
ne

e

 
2
3

2
3

  (4)

where e is the elementary charge, nε the electron energy den-
sity, Rε the electron energy loss over all electron impact reac-
tions (see Table 4), Pd,den the deposited power density, Rion

the rate of ion losses to the walls (see Table 8, reaction RS3),
(εe + εi) the mean energy lost per electron-ion pair lost to the
wall (see section 3.3),  the mean electron energy and ne the
electron density, which is computed from the electro-
neutrality assumption.

These time-dependent equations can be used in a La-
grangian description to obtain a one-dimensional model of
the plasma reactor. In this approach, it is assumed that the
reactor behaves as a plug flow reactor and a perfectly mixed
volume element is tracked in the time domain as it flows
throughout the reactor. There is no flow entering or leaving
the volume element. The microwave power is deposited in
the volume element depending on its position according to
the profile computed from eqn (1). The velocity of the ele-
ment is computed from the flowrate and process conditions,
and it is integrated to find its position. This also allows to
transform the results of the global model from the time do-
main into the space domain, i.e. the axial coordinate. In sec-
tion 4 all results are conveniently given in the space domain,
as functions of z and not time. Fig. 6 illustrates the
approach.

Radial and angular variations of the variables inside the
reactor are neglected by using this approach. The volume ele-
ment is axisymmetric, with a radius equal to the inner radius
of the quartz tube used in the experimental setup, 2 mm.
The length of the quartz tube is approximately 40 cm from
the starting point of the surface wave launcher to the sam-
pling point for the mass spectroscopy analysis used for the
quantification of the gas composition. Tubing of 3 mm inner
radius and 2.5 m length connects the sampling point to the
mass spectrometer.

This simple model can predict the plasma and process
variables within reasonable agreement while using much less
computational resources than a two-dimensional model. The
COMSOL Multiphysics' Plasma Module was used for the im-
plementation of the global model. A detailed explanation of
the equations solved in this module can be found else-
where,25 herein only brief explanations are provided when
needed. The following subsections describe the most relevant
aspects of the global model.

3.1. Species

The species included in the CO2 model are listed in Table 2.
These consist of neutral, excited and charged species. CO2

and the products of its dissociation comprise the neutral spe-
cies. Excited states refer to the internal degrees of freedom of
CO2 used in the calculation of the electron temperature and

the fictitious species CO*2 ,
22 which groups all levels in the
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asymmetric vibrational mode of the CO2 molecule. As men-
tioned before, highly excited states in this vibrational mode
are involved in the vibrationally enhanced dissociation of
CO2.

Vibrational and electronically excited states are only in-
cluded for CO2, considering that it is the initial and domi-
nant species in the discharge and therefore it has the highest
influence in the electron kinetics. Table 3 lists the excited
states along with their energy levels and statistical weights.
The vibrational state of a CO2 molecule is given by three
quantum numbers (i j k) describing the vibrational levels in
the symmetric stretching, symmetric bending and asymmet-
ric stretching modes, respectively. The symmetric bending
levels are degenerate as the bending can take place in orthog-
onal planes, having, for a vibrational level j a degeneracy of j +
1. In addition, the symmetric levels ((i + 1) j k) and (i ( j + 2) k)
are coupled due to the proximity of their energy levels, imply-
ing that they coexist and therefore are usually grouped into a
single species. The statistical weights given in Table 3 refer to
the total degeneracy of the species. In the case of CO2v8, the
statistical weight was computed considering the coupled sym-
metric levels with a maximum energy slightly lower than the
energy threshold of the excitation cross section. The electron-
ically excited species are assumed to be non-degenerate.
Lastly, two charged species besides electrons are considered,
the positive ion CO2

+ and the negative ion O−. The produc-
tion/consumption of these two species is coupled to the
electron density due to the electroneutrality assumption.

Lower electron densities are obtained at a higher production
of O− and the opposite is true for CO2

+.

3.2. Reactions

The set of reactions is based on our previous work and has
been updated according to the species, which now include a
negative ion and more excited states. The reactions are
mainly elementary two-body reactions and few three-body re-
actions. They are further divided into electron impact reac-
tions, vibrational energy transfer reactions, reactions between
neutral species, reactions involving charged species and sur-
face reactions. Tables 4–8 show these reactions.

The energy gained by the electrons from the electromag-
netic fields is transferred to other species through electron
impact reactions. Their rate constants are given as functions
of the mean electron energy in the form of tabulated data.
The cross sections used for the calculations are given in the
references of Table 4. These cross sections were integrated
with a Maxwellian electron energy distribution function
(EEDF) for mean electron energies up to 10 eV. It is known

Table 3 Excited states included in the CO2 model. The species and their
energies are based on ref. 10

Species Vibrational states Threshold (eV) Statistical weight

CO2v1 (0 1 0) 0.083 2
CO2v2a (0 2 0) 0.167 3
CO2v2b (1 0 0) 0.167 1
CO2v3 (0 3 0) + (1 1 0) 0.252 6
CO2v4 (0 0 1) 0.291 1
CO2v5a (2 0 0) 0.339 1
CO2v5b (0 4 0) + (1 2 0) + (0 1 1) 0.339 10
CO2v6 (0 5 0) + (2 1 0) + (1 3 0)

+ (0 2 1) + (1 0 1)
0.422 12

CO2v7a (3 0 0) 0.505 1
CO2v7b (0 6 0) + (2 2 0) + (1 4 0) 0.505 15
CO2v8 (0 n 0) + (n 0 0) 2.500 256
CO2e1 — 7.0 1
CO2e2 — 10.5 1

Fig. 6 Approach for modelling CO2 dissociation in a microwave plasma reactor. Top: Experimental setup used in ref. 12, middle: two-dimensional
axisymmetric sketch of the reactor,13 bottom: approach used in this work.

Table 2 Species considered in the CO2 model

Type Species

Neutral ground states CO2, CO, O, O2

Vibrationally excited states CO2vi, CO*2
Electronically excited states CO2e1, CO2e2
Charged species CO2

+, O−, e
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that the EEDF is in general non-Maxwellian and the rate con-
stants of electron impact processes can be overestimated due
to this assumption, particularly for high energy processes. To
illustrate this, the rate constant for the direct electron impact
dissociation (RX15 in Table 4) can be overestimated up to an
order of magnitude for low electron temperatures (∼0.7 eV),
when compared to the result obtained by solving the two-

term approximation of the Boltzmann equation. For higher
electron temperatures (∼2 eV), the rate constant is
overestimated by less than 40%. The same comparison for
the vibrational excitation of the first asymmetric level (low
energy process, RX6 in Table 4) gives an overestimation of
around 20% for an electron temperature of 0.7 eV. For higher
electron temperatures (>1.8 eV), the deviation is only 1%.

Table 4 Electron impact reactions. Rate constants computed from the cross sections of the references, except for reactions RX16 and RX22 which are
given directly (see notes)

No Process Reaction Ref Note

RX1 Elastic scattering e + CO2 → e + CO2 10 a

RX2 Dissociative attachment e + CO2 → CO + O− 10
RX3a Vibrational excitation e + CO2 → e + CO2v1 10
RX3b Superelastic deexcitation e + CO2v1 → e + CO2 10
RX4a Vibrational excitation e + CO2 → e + CO2v2a 10
RX4b Vibrational excitation e + CO2 → e + CO2v2b 10
RX5 Vibrational excitation e + CO2 → e + CO2v3 10
RX6 Vibrational excitation e + CO2 → e + CO2v4 10
RX7a Vibrational excitation e + CO2 → e + CO2v5a 10
RX7b Vibrational excitation e + CO2 → e + CO2v5b 10
RX8 Vibrational excitation e + CO2 → e + CO2v6 10
RX9a Vibrational excitation e + CO2 → e + CO2v7a 10
RX9b Vibrational excitation e + CO2 → e + CO2v7b 10
RX10 Vibrational excitation e + CO2 → e + CO2v8 10
RX11 Electronic excitation e + CO2 → e + CO2e1 10
RX12 Electronic excitation e + CO2 → e + CO2e2 10
RX13 Total ionization e + CO2 → 2e + CO2

+ 10
RX14a Vibrational excitation e + CO2 → e + CO*2

22

RX14b Superelastic deexcitation e + CO*2 → e + CO2
22

RX15 Electron impact dissociation e + CO2 → e + CO + O 26 b

RX16 Dissociative recombination e + CO2
+ → CO + O 27 c

RX17 Elastic scattering e + CO → e + CO 28 a

RX18 Elastic scattering e + O2 → e + O2 29 a

RX19 Dissociative attachment e + O2 → O + O− 29 d

RX20a Electron impact dissociation e + O2 → e + O + O 29 d,e

RX20b Electron impact dissociation e + O2 → e + O + O 29 d, f

RX21 Elastic scattering e + O → e + O 29 g

RX22 Three-body electron attachment e + O + M → O− + M 30 h

Notes a Computed from the cross section set of the reference. b The total cross section referred as the sum of partial cross sections is used
here. c Rate constant given by 2.0 × 10−11 Te

−0.5 Tg
−1 (m3 s−1). d www.lxcat.net, retrieved on November 1, 2017. e Assuming a direct dissociation

into ground state oxygen atoms (3P) from electronic states A3Σu
+, A3Δu and c1Σu

− with threshold energy of 6 (eV). f Assuming a direct
dissociation into ground state oxygen atoms from the electronic state B3Σu

− with threshold energy of 8.4 (eV). g www.lxcat.net, retrieved on
August 9, 2018. h Rate constant given by 10−43 (m6 s−1). M = CO2, CO, O2 or O.

Table 5 Vibrational energy transfer reactions. Rate constants in (m3 s−1). M = CO2, CO or O2, unless otherwise stated. The rate constants of reactions
RV1 and RV2 are computed from the non-thermal degree of the discharge TV/T, where TV is the vibrational temperature (see Modelling results and ex-
perimental validation)

No Reaction Rate constant Ref

RV1 CO*2 + M → νl CO*2 + (1 − νl) CO2 + M fĲTV/T) 22

RV2 CO*2 + CO2 → νl CO*2 + (1− νl) CO2 + CO2 fĲTV/T) 22

RV3 CO2vi + M ↔ CO2 + M 7.14 × 10−14 exp(−177T−1/3 + 451T−2/3) 31
RV4 CO2v4 + CO2 ↔ CO2 + CO2 0.43 × 10−6 exp(−407T−1/3 + 824T−2/3)

+ 0.86 × 10−6 exp(−404T−1/3 + 1096T−2/3)
+ 1.43 × 10−11 exp(−252T−1/3 + 685T−2/3)
+ 2 × 2.13 × 10−11 exp(−242T−1/3 + 633T−2/3)

31

RV5 CO2v4 + M ↔ CO2 + M (M = CO, O2) 0.43 × 10−6 exp(−407T−1/3 + 824T−2/3)
+ 0.86 × 10−6 exp(−404T−1/3 + 1096T−2/3)
+ 1.43 × 10−11 exp(−252T−1/3 + 685T−2/3)

31
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Nevertheless, it is very important to remark that different
values of the mean electron energy are obtained when the en-
ergy conservation equation for the electrons (eqn (3)) is
solved with rates computed with a Maxwellian EEDF and a
non-equilibrium EEDF. Therefore, the overestimations men-
tioned before do not represent the error induced in the rates
of the electron impact processes by assuming a Maxwellian
EEDF. Indeed, the error is expected to be smaller considering
the higher mean electron energies required for a non-
equilibrium EEDF to achieve an ionization rate comparable
to that obtained with a Maxwellian EEDF. The electron tem-
perature determining the Maxwellian EEDF is computed
using eqn (3) and (4).

The reactions in Table 4 are: 1) collision processes from a
complete and consistent cross section set for CO2 (RX1–13), 2)
additional processes for CO2 that make no contribution to
eqn (3) (RX14, 15) and 3) elastic scattering and processes
leading to electron losses for the other species. An elastic
scattering cross section is computed by subtracting the cross
sections of inelastic processes (attachment, excitation and
ionization) from the effective momentum transfer cross
section.

Vibrationally excited states created by electron impact re-
actions are mostly deexcited by collisional processes at mod-
erate and high pressures. In the case of symmetric vibra-
tional states (CO2vi, i ≠ 4), the deexcitation takes place via
vibrational–translational (VT) relaxation, i.e. the energy stored

in the vibrational degree of freedom is transferred to the
translational degree of freedom i.e., as heat. The probability
of this energy transfer is highest for processes in which one
vibrational quantum is transferred and the rate increases as
the vibrational level increases. It is therefore assumed that
the process takes place in a cascade fashion and the limiting
rate is the VT relaxation of the first symmetric vibrational
level. The rate constant of the latter is assumed for the VT re-
laxation reactions of all symmetric vibrational levels (reaction
RV3) and all collision partners M.

For purely asymmetric vibrational levels (CO2v4, CO*2 ), the

deexcitation takes place via VT relaxation and intermode vi-
brational–vibrational relaxation (VV′), where vibrational en-
ergy is transferred to the symmetric vibrational modes. How-
ever, the vibrational relaxation of the symmetric modes is
much faster than the same in the asymmetric mode; it is
therefore assumed that any symmetric level formed in the VT
or VV′ relaxation is immediately relaxed. Purely asymmetric
vibrational states are thus involved in their vibrational relaxa-
tion processes and the VV′ relaxation acts as an additional VT
relaxation process. Therefore, the rate constant for the reac-
tion RV4 is the sum of the VT and VV′ relaxation rate con-
stants of the reference. Specifically, the first three terms in
the expression correspond to the VT relaxation reactions
CO2v4 + M ↔ CO2vi + M ↔ CO2 + M with M = CO2 and the
symmetric levels CO2v1, CO2v2a + CO2v2b and CO2v3 as respec-
tive intermediate states. Reaction RV5 corresponds to the
analogous VT relaxation reactions for M = CO and O2. The
last term in the expression for the rate constant of reaction
RV4 corresponds to the VV′ relaxation reactions CO2v4 + CO2

↔ CO2vi + CO2vj ↔ CO2 + CO2 with the symmetric levels
CO2v1, CO2v2a + CO2v2b or CO2v2a + CO2v2b, CO2v1 as interme-
diate states.

For reactions RV1, 2 the rate constants are computed
according to the methodology of the reference, i.e. from the

Table 6 Reactions between neutral species. Rate constants in (m3 s−1) for two-body reactions and (m6 s−1) for three-body reactions. M = CO2, CO or
O2. The rate constants of reactions RN3 and RN4 are computed from the non-thermal degree of the discharge TV/T, where TV is the vibrational temper-
ature (see Modelling results and experimental validation)

No Reaction Rate constant Ref

RN1 CO2 + M → CO + O + M 4.39 × 10−13 expĲ−65 000/T) 1
RN2 CO2 + O → CO + O2 7.77 × 10−18 expĲ−16 600/T) 1
RN3 CO*2 + M → CO + O + M fĲTV/T) 22

RN4 CO*2 + O → CO + O2
fĲTV/T) 22

RN5 CO + O + M → CO2 + M 8.2 × 10−46 expĲ−1510/T) 32
RN6 CO + O2 → CO2 + O 1.23 × 10−18 expĲ−12 800/T) 1
RN7 O + O + M → O2 + M 1.27 × 10−44 (T/300)−1 expĲ−170/T) 33

Table 7 Reactions involving charged species. Rate constants in (m3 s−1).
M = CO2, CO or O2

No Reaction Rate constant Ref

RI1 O− + CO → CO2 + e 5.5 × 10−16 34
RI2 O− + O → O2 + e 2.3 × 10−16 35
RI3 O− + M → O + M + e 4.0 × 10−18 36

Table 8 Surface reactions for excited and charged species

No Reaction Sticking coefficient Correction factor Diffusion length

RS1 CO2vi → CO2 1 1 Λeff,cyl
RS2 CO2ei → CO2 1 1 Λeff,cyl
RS3 CO2

+ → CO2 1 hl,hr N/A
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state-specific normalized populations and rate constants of
the vibrational levels lumped within the fictitious species

CO*2 . In addition, the symmetric levels are replaced by

ground state CO2 for the reasons previously explained. Rate
constants for reverse reactions are computed by using the de-
tailed balancing principle. No reverse reactions are consid-
ered for reactions RV1, 2 as the highly energetic fictitious

species CO*2 can only be produced by electron collisions.

Thermal dissociation of CO2 takes place through reactions
RN1 and RN2, whereas vibrationally enhanced dissociation
takes place through the analogous reactions RN3 and RN4.
The rate constants for the reactions RN3, 4 are computed by
following the approach of the given reference. This approach
is also used to compute the enthalpy change in these reac-
tions, as exemplified here for RN3. Fig. 7 illustrates the en-
thalpy change in the dissociation reaction RN1 for specific
levels of the asymmetric vibrational mode of CO2. For this re-
action and this vibrational mode, the vibrational energy de-
creases the activation energy, which is also the enthalpy
change of the reaction.

The enthalpy change of the lumped reaction RN3 is com-
puted by adding the heat of the dissociation reactions for all

asymmetric vibrational levels (grouped inside CO*2 ) and the

result is made equal to the heat of reaction of the lumped re-
action, as follows

Reactions of asymmetric levels
CO v M CO O M 

CO v M

2 a,21

a,1

   




2   

   

   

CO O M

CO M CO O M*

Heat of reaction
CO M

2

2 RN1,21 rn k H21  ,,RN1

2 RN1,1 r,RN1

2 RN3 r,

CO M

CO M

 

     
  

E

n k H E

k H

21

1 1

*

*




 RRN3*

Therefore, the expression for the enthalpy change of reac-
tion RN3 is




H
n k H E

n kr,RN3
i RN1,i r,RN1 i

i RN1,i


  


(5)

The brackets denote concentration, ni is the normalized
population of the asymmetric vibrational level i, k is the rate

constant, ΔHr the enthalpy change and Ei the vibrational en-
ergy of the asymmetric vibrational level i. The enthalpy
change of reaction RN4 is computed likewise, from its analo-
gous reaction RN2 and considering that only half of the vi-
brational energy decreases the activation energy.1 Any vibra-
tional energy surplus in this case becomes heat of the
products.

The remaining reactions between neutrals are recombina-
tion reactions producing O2 and CO2. Reactions involving
charged species are limited to three detachment reactions, re-
leasing electrons from the negative ions O−.

Ions can also recover a neutral charge in a collision with a
wall, as well as excited states can also return to their ground
state through the same action. Given the low temperature of
heavy species (neutrals, excited and ions), it is assumed that
the probability of this grounding event is 1, i.e. every time an
excited or charged species collides with a wall it returns to
the neutral ground state. This probability is also referred to
as the sticking coefficient and is given in Table 8 along with
the surface reactions of the model. No surface reaction is
considered for the negative ions O− as they are confined in
the plasma core due the action of the ambipolar field.

The rate constants can be computed from the sticking co-
efficients by using the following expression37

k RT
Ms

n/













1
1 2 4

8





(6)

where γ is the sticking coefficient, the term in parenthesis
the Motz–Wise correction for high sticking coefficients and
the square rooted term is the thermal velocity of the colliding
species. The rate constant for the surface reaction of CO2

+ is
multiplied by a correction factor to take into consideration
the effect of ambipolar diffusion (see next section). In the
case of neutral species, the total loss rate to the walls is com-
puted from ref. 38

1 1 1
k k kl D s

  (7)

where kl is the loss rate, kD is the diffusion rate of the species
to the walls and ks is the previously defined rate constant for
the surface reaction. The loss rate is therefore the contribu-
tion of the transport of species to the walls and their reaction
when colliding the walls. Naturally, either of these can be the
rate limiting step in the process. The diffusion rate is calcu-
lated by eqn (8) as function of the diffusion coefficient of the
species k through the mixture, Dk,m, the effective diffusion
length, Λeff, and the dimension over which diffusion takes
place, V/S.

k
D V

SD
k,m

eff


 2 (8)

Surface recombination reactions for neutral species are
neglected. The sticking coefficients of these reactions cannot be

Fig. 7 Enthalpy change of the CO2 dissociation reaction RN1 for
selected asymmetric vibrational levels. The energy barrier of the
reaction decreases as the vibrational energy increases up to the
dissociation limit of 5.5 eV.
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determined intuitively and are difficult to estimate; they are
functions of the gas and wall temperatures and strongly depend
on the material of the wall and its surface properties.38 Experi-
mentally obtained values are also scarce and not in agree-
ment.39,40 In addition, no significant carbon deposition was ob-
served during the CO2 dissociation experiments in our setup.

3.3 Transport effects

The effects of transport on energy and mass conservation are
treated globally. Momentum conservation is not solved for,
viscous effects are disregarded and the pressure is assumed
uniform and constant throughout the reactor (see Fig. 2 for
the negligible pressure loss of order 10−3 in the Argon
model).

Diffusion effects are only considered for the surface reac-
tions as the concentration of the reacting species at the wall
is not equal to their average concentration. Regarding the ex-
cited states, the diffusion coefficients Dk,m and the effective
diffusion length Λeff are needed to compute their diffusion
rates from eqn (8). The calculation of the former is based on
the kinetic gas theory and is included in COMSOL's Plasma
Module.25 The latter, for a cylindrical reactor of length Lr and
inner radius ri can be estimated as follows41

1 2 405
2

2 2

eff,cyl r i










 












L r

. (9)

The positive ion diffuses to the walls at a higher rate due
to the action of the ambipolar field. The correction factors hl,
hr for the surface reaction of CO2

+ are the wall to centre ratios
of the species concentration in the z and r dimensions, re-
spectively, and are computed, based on ref. 42, from

h n
n L L u D

l
l/2

r i r B a/ /
 

    0
2 1 2

0 86

3 2 0 86

.

.
/

 
(10)

h n
n r ru J D

r
r

i i i B a/ /
 

     0
1

2 1 2
0 8

4 0 8 2 405 2 405

.

. . .
/


(11)

In the above expressions, J1 is the Bessel function of the
first order, λi is the ion-neutral mean free path, uB the Bohm
velocity and Da the ambipolar diffusion coefficient, computed
as follows


i

g i


1
n (12)

u eT
MB

e (13)

D D T
Ta CO m

e
2

+ 





,

1 (14)

where ng is the density of neutrals, σi the total ion-neutral col-
lisional cross section and M the mass of the ion. An average
and constant value of 10−18 m2 is assumed for this cross sec-
tion, which is within the typical range of values for CO2

+

transport in its parent gas.43 Moreover, it is also assumed
that all heavy species are in thermal equilibrium (share the
same temperature) and the electronegativity of the discharge
is very low α = nO−/ne ≪ 1 and hence the plasma behaves sim-
ilar to an electropositive discharge.

Regarding heat transfer, it is assumed that heat conduc-
tion is the dominant heat transfer mechanism in the
plasma.44 The heat transfer equation therefore corresponds
to that of a cylinder with heat generation inside and a con-
stant wall temperature. It can be easily shown than in this
case a parabolic temperature profile is obtained and the heat
losses and maximum temperature are

Q T T
rloss mix

w

i
2
8 (15)

Tmax = 2T − Tw (16)

where λmix is the thermal conductivity of the gas mixture,
computed from the species' mole fractions and thermal con-
ductivities,25 which in turn are computed from the Stiel–
Thodos equation.45

The heat losses are included in the following heat transfer
equation to calculate the temperature of the gas in the
plasma

c T
t
Q Qp,mix gen loss

d
d

  (17)

where ρ is the gas density, cp,mix the specific heat at constant
pressure of the gas mixture and Qgen the heat source from re-
actions. The internal energy lost to the walls by the excited
species is normalized per unit volume and added to the heat
source from gas phase reactions. Likewise, the ionization en-
ergy of the positive ions is also added.

The acceleration induced by the ambipolar field leads to
higher kinetic energies in the positive ions. This kinetic en-
ergy is εi = Vs + 0.5Te, with the sheath voltage Vs computed as
in ref. 38

V T M
ms e

e

ln
2

(18)

where me is electron mass. Additionally, to preserve the
electroneutrality in the plasma, an electron is also lost each
time a positive ion is neutralized or “lost” to the walls. The
kinetic energy lost per Maxwellian electron is εe = 2Te. The
sum of these kinetic energies (εi + εe) is also normalized per
unit volume and is added to Qgen. This approach ensures that
the energy from the microwaves not used in chemical reac-
tions ends up as heat in the plasma.
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The contribution of the asymmetric vibrational states to

the specific heat of the fictitious species CO*2 is computed

from their vibrational energy. The following equations are
used for the calculation

C
R

C
R

P,vib V,vib 1 (19)

C E
TV,vib
vib

V











 (20)

E n E
nvib
i i

i





(21)

where CP(V),vib is the contribution of the asymmetric vibrational
mode to the molar specific heat at constant pressure (volume)

of CO*2 , R the universal gas constant, Evib the mean vibra-

tional energy, and ni and Ei are the population and vibra-
tional energy of the level i, respectively. The reader is referred
to ref. 22 for the details regarding the calculation of the ener-
gies and populations of the vibrational levels grouped within

CO*2 . The calculation of the enthalpy change in deexcitation

reactions of CO*2 is performed using the computed specific

heat for this species.

4. Modelling results and experimental
validation

The simplified profile used as input for the CO2 model is
shown in Fig. 8. This profile is based on Fig. 3 and consists
of three peaks of the same magnitude distributed uniformly
inside the Surfatron body and a declining power density
downstream. The plasma obtained in the CO2 experiments is
shorter than the Argon plasma at the same process condi-
tions, with a total length of approximately 20 cm.12,13 Assum-
ing this value for the plasma length as well as deposition effi-
ciencies of 62% inside the Surfatron body and 21% for the
surface wave (refer to Table 1, the value corresponding to TW
= 600 K is assumed for the former), the piecewise linear pro-
file is calculated using eqn (1). It is also assumed that the
power deposition starts inside the Surfatron body and the
profile remains constant within the range of studied
flowrates as it was observed in the Argon model.

The simulations in the CO2 model are performed at the
same process conditions of the experiments for three differ-
ent values of the inlet flowrate, 100, 200 and 300 sccm. The
pressure is fixed at 20 mbar, the initial (inlet) temperature
and the wall temperature are both 300 K and the input power
is 150 W. CO2 is ∼100% of the initial composition and the
initial mass fractions of the excited species are computed by
assuming a Boltzmann distribution. In addition, thermal
equilibrium is initially assumed for the electrons and the ini-
tial ionization degree (electrons to neutrals ratio) is 10−10. A

direct solver is used for the fully coupled system of equations
and the solution time is optimized using Anderson accelera-
tion with a dimension of iteration space of 10.

The CO2 conversion in the plasma reactor as a function of
the axial position can be computed with the following expres-
sion, where nCO2

is the total density of the CO2 species and v
is the flow velocity.

X z
n z v z
n v

   
   
   

1
0 0

CO

CO

2

2

(22)

Several reactions in the model can contribute to the disso-
ciation of the CO2 molecule. These can be arranged into 5
different paths:

1. Dissociative attachment (RX2, Table 4).
2. Ionization + dissociative recombination (RX13 + RX16,

Table 4).
3. Direct electron impact dissociation (RX15, Table 4).
4. Thermal dissociation (RN1, 2, Table 6).
5. Vibrationally enhanced dissociation (RX14a, Table 4 +

RN3, 4, Table 6).
The dashed lines in Fig. 9 show the CO2 conversion com-

puted when the vibrationally enhanced dissociation of CO2 is
not considered. In this case, the conversion at the reactor
outlet (x = 0.4 m) is 11%, 16% and 31% for 300, 200 and 100
sccm, respectively. In these calculations the direct electron
impact dissociation is the dominant path, forming approxi-
mately 92% of CO. Dissociative recombination after ioniza-
tion and dissociative attachment also contribute, forming
5.5% and 2.5% of CO, respectively. Thermal dissociation is
orders of magnitude smaller than the other paths due to the
relatively low temperatures in the plasma.

These conversion values are clearly far from the experi-
mental values of 18%, 32% and 66% obtained for the same
flowrates, indicating that the vibrationally enhanced dissocia-
tion could play a significant role in the dissociation of CO2.
It is worth mentioning that the CO2 recombination from the
reactor outlet to the measuring device is, in all cases,

Fig. 8 Deposited power density profile for the CO2 model. Refer to
Fig. 3 for the power density profile obtained with the Argon model.

Reaction Chemistry & Engineering Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

4 
A

pr
il 

20
19

. D
ow

nl
oa

de
d 

on
 1

1/
1/

20
24

 6
:5

3:
04

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/C9RE00022D


1264 | React. Chem. Eng., 2019, 4, 1253–1269 This journal is © The Royal Society of Chemistry 2019

estimated to be less than 1% and is therefore neglected.
Hereinafter, conversion refers to the conversion at the outlet
of the reactor unless otherwise stated.

It is possible to estimate the CO2 dissociation via vibra-

tional excitation by including the fictitious species CO*2 in

the model. The stoichiometric coefficients, reaction rates, en-
thalpy of reactions and specific heat required to include this
species in the model are computed from the non-thermal de-
gree by following the methodology presented in ref. 22 (see
previous sections 3.2 and 3.3). This reduction methodology is
based on 1) lumping all asymmetric vibrational levels within

the fictitious species CO*2 , 2) assuming a Treanor distribu-

tion of these levels, 3) using an algebraic approximation
based on the Landau–Teller formula to compute the evolu-
tion of non-thermal degree in the discharge and 4) employing
weighted algebraic expressions to compute the rate constants

of reactions involving CO*2 . The application of this methodol-

ogy results in a substantial simplification regarding the num-
ber of reactions and species required to describe the
vibrationally enhanced dissociation of CO2.

The non-thermal degree is an implicit comparison be-
tween VV and VT relaxation and is given by the ratio between
the vibrational temperature TV and the gas temperature T.
The vibrational temperature is based on the population den-
sity of the first vibrational level of the asymmetric mode and
is computed from TV = E1/lnĲn0/n1). An efficient dissociation
of CO2 is possible at low temperatures and high non-thermal
degrees, when the vibrational energy is predominantly ex-
changed between vibrational levels (VV relaxation) instead of
being lost as heat (VT relaxation).

The CO2 model without the fictitious species CO*2 is used

to estimate the non-thermal degree at the characteristic time
of the VT relaxation, i.e. the time at which VT relaxation kicks

in and the evolution of TV/T follows the trend described in
ref. 22. This characteristic time is approximately 1.6 × 10−4 s
and it is computed at the initial conditions of the discharge
from τVT = (kRV4nCO2

)−1, where kRV4 is the rate constant of the
VT relaxation reaction RV4 and nCO2

is the population density
of CO2. The non-thermal degree is then computed at 1.6 ×
10−4 s after the power deposition starts, giving the approxi-
mate values of 3.5, 3.1 and 2.6 for 300, 200 and 100 sccm,
respectively.

The results of the full model, including CO*2 , are shown

in the solid lines of Fig. 9. The conversion in the plasma reac-
tor is now 16%, 24% and 52% for 300, 200 and 100 sccm, re-
spectively. The absolute increase in the conversion by consid-
ering the vibrationally enhanced dissociation is 5%, 8% and
21%, which also correspond to a relative increase of 45%,
50% and 68%, respectively. These numbers confirm that this
path plays a significant role and must be considered when
modeling the CO2 dissociation in non-thermal plasmas. In
these calculations, the dominant paths for the dissociation
are now the direct electron impact dissociation and the
vibrationally enhanced dissociation. The dissociative recom-
bination after ionization and dissociative attachment also
have minor contributions, whereas thermal dissociation is
still negligible.

Table 9 gives the percentage of CO molecules formed by
each of the dissociation paths. The direct electron impact dis-
sociation accounts for approximately 55% of the dissociation,
while 40% is due to the vibrationally enhanced dissociation.
Although not shown in the table, there is an absolute in-
crease in the dissociation for each path as the flowrate de-
creases, due to an increase in the electron density. However,
the dissociation rate for all paths increase differently as the
electron temperature increases, modifying the rate constant
of the electron impact reactions.

The conversions obtained with the full model are still lower
than the experimental values, having relative errors of 11%, 25%
and 21%. These deviations can be seen in Fig. 10, where the ex-
perimental and modelling results are plotted as functions of the
flowrate. Given the complexity of modelling plasma and the sim-
plifications taken in the process, the results are considered in fair
agreement. Indeed, various elements have influence on the lower
conversions obtained in the model, particularly the power deposi-
tion. The power deposition efficiencies were characterized from a
model of an atomic plasma and are assumed to remain the same
for a molecular plasma. However, this is not necessarily true

Fig. 9 CO2 conversion as a function of the axial position in the
reactor for 100 (blue), 200 (red) and 300 sccm (black). Results ignoring
the vibrationally enhanced CO2 dissociation are shown in dashed lines.
The solid lines correspond to the full model, including the fictitious
species CO*2 and its reactions. In all cases, the CO2 recombination
from x = 0.4 m until the measuring device located at x = 2.9 m is
estimated to be less than 1%.

Table 9 Percentage of CO molecules formed per CO2 dissociation path.
Thermal dissociation is orders of magnitude smaller due to the low tem-
peratures of the discharge and is therefore not shown

CO2 dissociation path

Flowrate (sccm) 1 DA 2 I + DR 3 DEID 5 VED

100 1.4% 3.0% 53.2% 42.4%
200 1.5% 2.8% 54.0% 41.7%
300 1.6% 2.8% 56.2% 39.4%
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since molecules have more degrees of freedom and have chemi-
cal bonds that can be broken (or formed); therefore, molecular
plasmas are more reactive and have more energy channels
through which the energy given by the electrons can flow or be
stored. In other words, this means that the power deposition in
the CO2 plasma is expected to be higher than the value taken
from the Argon model. The calculation of a correction factor for
the power deposition in the CO2 plasma can be problematic due
to the complexity of the physics involved in the 2D self-consistent
model, e.g. the electromagnetic wave equation inside and outside
of the reactor. The formulation of the power deposition depends
on the type discharge and the presence of electric arcs can sim-
plify the treatment.46

The dashed line of Fig. 10 illustrates the influence of the
deposition efficiencies in the conversion. For these calcula-
tions, it is assumed that all 150 W of power input are depos-
ited in the plasma, with 75% of it being deposited inside the
Surfatron body (approximate ratio of 62/83). The non-thermal
degrees are kept constant, implying that these conversions are
slightly underestimated. Nevertheless, these results serve as a
limiting case, proving that this uncertainty alone can explain
the lower conversions in the model. It is to be noted that the
power deposition remains lower than 100% in the CO2

plasma. As we proved experimentally, the addition of a wave-
guide reduces the power losses and increases the performance
of the reactor for the case of CO2 reduction with hydrogen.13

The portion of power deposited inside the Surfatron body
can also vary, having further influence on the conversion, as
most of the CO2 dissociation takes place there. Fig. 11 shows
the densities and mole fractions of the neutral species as
functions of the axial position in the plasma reactor. The os-
cillations seen in the graph at the top are partially caused by
expansions due to the increase in the gas temperature when
power is deposited. This effect is not present in the mole
fractions shown in the graph at the bottom, where the
remaining fluctuations are then related to the reacting sys-

tem. In the bottom graph, it is seen that most of the CO2 dis-
sociation takes place inside the Surfatron body, forming
mainly CO and O. O2 is subsequently formed by the recombi-

nation of two O atoms, or in the reaction of CO*2 and O.

The fluctuations still seen in O2 are located at the peaks
of the power deposition profile and are related to electron
impact dissociation reactions of O2. The maximum dissocia-
tion of CO2, corresponding to a maximum conversion of
56%, is slowly reached downstream of the Surfatron; after-
wards, recombination takes place and the final conversion of
54% is achieved. O atoms also recombine into O2 down-
stream of the Surfatron, notably past the end of the plasma.
The final products are then CO2, CO and O2, as expected.

The energy efficiency of the reactor can be computed from
the CO2 conversion, considering that a minimum of 2.93 eV
per CO2 molecule are required for the reaction CO2 → CO +
1/2 O2 to take place. The energy input per particle in the
plasma, commonly known as specific energy input (SEI), is
also used in the calculation, as follows

  X 2 93.
SEI

(23)

SEI dep n,inlet

A


P M
eN m

(24)

Fig. 10 CO2 conversion as a function of the flowrate. Red:
Experimental results, blue: full model simulation results. The dashed
line shows the limiting case for the maximum conversion assuming
100% of deposited power and 75% of deposited power inside the
Surfatron body.

Fig. 11 Densities (top) and mole fractions (bottom) of neutral species
as functions of the axial position in the reactor for a flowrate of 100
sccm. Blue: CO2, green: CO, cyan: O, red: O2.
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where Mn,inlet is the mean molar mass at the inlet (44.01 kg
kmol−1 for CO2), NA is the Avogadro constant and ṁ is the
mass flowrate. The energy efficiencies calculated with the
model are in agreement with the experimental values; the re-
sults are presented in Table 10.

Assuming 100% of power deposition in the model, as be-
fore, the energy efficiencies for the same flowrates increase
to approximately 10%, which is still a low value. The reason
for this is that the experimental conditions and the reactor it-
self were not optimized for an efficient dissociation of CO2,
which is achieved at low values of SEI (<2 eV per molecule).
At high values of the SEI, such as the ones in Table 10, rela-
tively high electron densities and electron temperatures are
obtained, shifting the EEDF away from the vibrational excita-
tion reactions. An efficient dissociation of CO2 should take
place mostly through vibrational excitation, not direct
electron impact dissociation with a higher energy require-
ment. As mentioned before, the latter is the main dissocia-
tion path in the Surfatron reactor, leading to low energy
efficiencies.

The effect of the SEI is clearly seen in the top and middle
graphs of Fig. 12, showing that both the electron density and
electron temperature increase as the SEI increases (flowrate
decreases). Nonetheless, the results for the different flowrates
are quite similar and within the range of typical values for
non-thermal CO2 microwave plasmas: Te ≈ 0.5–2 eV and ne ≈
1018–20 1/m3. The ionization degree in the plasma is then
10−5 inside the Surfatron body and 10−6 outside.

Experimental values of the electron density and electron
temperature in this reactor were determined downstream of
the Surfatron for gas mixtures of H2 and CO2.

12 Electron den-
sities in the order of 1021 and 1020 1/m3 were estimated for
H2 : CO2 ratios of 4 and 3, respectively. Likewise, electron tem-
peratures of 1.3 and 0.7 eV were estimated for H2 :CO2 ratios
of 3 and 1, respectively. Lower electron densities and temper-
atures are expected for lower mixing ratios.11 These reference
values suggest that the computed electron densities are
within the expected order of magnitude while the electron
temperatures are slightly overestimated (see below discussion
on lack of electron transport).

A qualitative match between Fig. 1 and 12 is also ob-
served, confirming that these variables follow the power de-
position profile. Therefore, given that the variables in Fig. 1
and 12 determine the rate of the electron impact reactions, it
can be inferred that not only the deposited power, but also
the density at which it is deposited has an influence on the
results.

The lack of electron transport in the CO2 model is also evi-
dent by comparing the electron densities and electron tem-
peratures of Fig. 1 and 12. In the Argon model, a smaller dif-
ference is seen between the values inside and outside of the
Surfatron body. Furthermore, the slope at which they de-
crease in the low power density zone is flatter, being virtually
horizontal for the electron temperature. Thus, the lack of
electron transport in the CO2 model results in a less uniform
plasma with a reduced reactivity due to the rapid decay in
the number of electrons.

The average gas temperature, shown at the bottom of
Fig. 12, does not vary much with the flowrate, except in the
first and last peaks of the power deposition. The variations
seen in the first peak are related to the electron density,
while the CO2 dissociation explains the variations in the last

Table 10 Energy efficiency of the plasma reactor for the considered
flowrates. The experimental values are taken from ref. 12, where a power
deposition of 150 W is assumed

Flowrate
(sccm)

SEI, model
(eV/molecule)

E. Efficiency,
model (%)

E. Efficiency,
exp. (%)

100 17.3 8.8 8.3
200 8.7 8.1 8.3
300 5.8 7.9 6.8

Fig. 12 Electron density (top), electron temperature (middle) and gas
temperature (bottom) as a function of the axial position in the reactor
for 100 (blue), 200 (red) and 300 sccm (black).
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peak. The CO2 dissociation is also related to the electron tem-
perature and density variations seen for a flowrate of 100
sccm in Fig. 12.

Despite the variations, the maximum average temperature
for the flowrates is the same, reaching around 1300 K inside
the Surfatron body. Hence, according to eqn (16), the maxi-
mum gas temperature at the center of the plasma is 2300 K,
which is within the range of our previously estimated values
for the gas temperature, 2200–2400 K.12

It is also possible to verify the previous assumption re-
garding the electropositive behavior of the plasma. Fig. 13
shows that the maximum electronegativity is around 0.2 as
the power deposition begins. However, it promptly decays
and for most of the plasma, it is in the order of magnitude of
10−3, which agrees with the assumption of a very low electro-
negativity (α = nO−/ne ≪ 1). This means that there are few neg-
ative ions, which are confined at the core of the plasma and
their effect on the positive ions can be neglected.

Even though the positive ions are not held back in their
movement towards the walls, the rate of surface recombina-
tion is two orders of magnitude smaller than the collisional
counterpart (dissociative recombination, RX16 Table 4).
Thus, most electrons are lost inside the plasma instead of be-
ing lost to the walls.

Contrarily, the rates of collisional and surface deexcitation
of vibrationally excited species are comparable, with the sur-
face process becoming more important as the vibrational
level increases due to the limiting rate assumed for the colli-
sional process. Moreover, the reverse collisional process in-
tensifies the relevance of the surface deexcitation, making its
contribution to vibrational deexcitation larger than the colli-
sional counterpart.

The importance of surface reactions in this model is
expected from the characteristic diffusion time, which,
depending on the computed gas temperature, is estimated in
the order of 0.1–1 ms. This characteristic time is shorter than
the residence time in the plasma reactor, which for 20 cm of
plasma is approximately 3.7, 5.7 and 11.6 ms for 300, 200
and 100 sccm, respectively. Therefore, for such a small reac-

tor and relatively low operating pressure, the species have
sufficient time to diffuse and possibly collide with the walls.

For larger reactors, the surface reactions can be neglected
considering that their rates scale as 1/r compared to the gas
phase reactions. In addition, longer characteristic diffusion
times are also obtained and fewer species would reach the
walls during the short residence times in the reactor.

5. Conclusions

We have developed a two-step modelling approach for
plasma reactors, consisting of a plasma characterization step
using simple chemistry and a global modelling step using
the actual chemistry of interest. Specifically, in the first step,
we used a self-consistent two-dimensional axisymmetric Ar-
gon plasma model of a laboratory surface wave microwave
plasma reactor to characterize the discharge, particularly the
power deposition along the reactor. In the second step, the
outcome of the first step was used to develop a zero-
dimensional volume-averaged CO2 plasma model, under a
Lagrangian description, which represents a one-dimensional
model of our experimental setup.

With the global model we showed that the vibrationally
enhanced dissociation is a relevant process taking place in
the reactor and must be included in the model. For this pur-

pose, we have used the fictitious species CO*2 that groups all

levels in the asymmetric vibrational mode of the CO2 mole-
cule. We also pointed out the significant role of the surface
reactions in the deactivation of excited species at the investi-
gated conditions in our plasma reactor. The relevance of the
surface reactions should be evaluated according to the reac-
tor design and operating conditions before deciding whether
to include them in the modelling process.

The results of the simulations showed CO2 conversions of
16%, 24% and 52%, for inlet flowrates of 300, 200 and 100
sccm, respectively. The relative increase in the conversion
when the vibrationally enhanced dissociation is considered
was 45%, 50% and 68%, respectively. With the model we also
identified the direct electron impact dissociation and the
vibrationally enhanced dissociation as the dominant paths
for the CO2 dissociation in our plasma reactor, accounting
for approximately 55% and 40% of CO formation,
respectively.

The experimental conversions for the corresponding
flowrates of 300, 200 and 100 sccm are 18%, 32% and 66%,
respectively. Thus, the agreement between the modelling and
experimental values, mentioned in the previous paragraph, is
good in view of the complexity involved in modelling non-
thermal CO2 plasma reactors. The experimental validation of
the CO2 plasma variables indicates that the electron densities
are close to the expected order of magnitude and the gas tem-
perature is in agreement with the experimentally estimated
values. The electron temperatures are slightly overestimated,
mainly due to the lack of electron transport in the global
model.

Fig. 13 Electronegativity as a function of the axial position in the
reactor for 100 (blue), 200 (red) and 300 sccm (black).
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The power deposition profile determined with the Argon
model was identified as the major source of error, due to the
uncertainty of its variation when the plasma is generated in a
CO2 flow, e.g. higher power depositions are expected in a mo-
lecular plasma. Despite this, the profile obtained from the Ar-
gon model was adopted as it is more descriptive than a power
input value and closer to reality than an arbitrarily shaped
profile. Using the Argon model, it was determined that 17%
of the power input is lost to the surroundings and the
remaining power is deposited into the plasma. Moreover, it
was identified that 75% of the power deposition occurs in-
side the Surfatron body, whereas 25% is gradually deposited
by the surface waves as they travel axially along the plasma.

Additional simulations showed that the uncertainties re-
garding the power deposition profile can explain the error
obtained in the CO2 conversion. It is therefore essential to
have an approximate description of the power deposition pro-
file, including the deposited power inside the Surfatron reac-
tor, the power of the surface wave, the length of the plasma
and the power deposition densities (shape of the profile). It
was also shown with both models that the latter can be par-
ticularly important as the plasma variables have a fast re-
sponse and closely follow the same variations.

Further limitations of the global model were also
discussed, especially those that can contribute to the discrep-
ancies in the results. Among these are the simplified treat-
ment of the heat transfer inside the reactor body, the simpli-
fied treatment of the heat and mass transfer in the radial
direction (due to averaging) and the lack of heat and mass
transfer (plug flow assumption) in the axial direction (due to
the Lagrangian approach).

Despite these limitations, we believe that the two-step
modelling approach is valuable for process engineering appli-
cations involving design, optimization and verification of
plasma reactors and their performance.
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