Machine learning for the structure–energy–property landscapes of molecular crystals†
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Molecular crystals play an important role in several fields of science and technology. They frequently crystallize in different polymorphs with substantially different physical properties. To help guide the synthesis of candidate materials, atomic-scale modelling can be used to enumerate the stable polymorphs and to predict their properties, as well as to propose heuristic rules to rationalize the correlations between crystal structure and materials properties. Here we show how a recently-developed machine-learning (ML) framework can be used to achieve inexpensive and accurate predictions of the stability and properties of polymorphs, and a data-driven classification that is less biased and more flexible than typical heuristic rules. We discuss, as examples, the lattice energy and property landscapes of pentacene and two azapentacene isomers that are of interest as organic semiconductor materials. We show that we can estimate force field or DFT lattice energies with sub-kJ mol⁻¹ accuracy, using only a few hundred reference configurations, and reduce by a factor of ten the computational effort needed to predict charge mobility in the crystal structures. The automatic structural classification of the polymorphs reveals a more detailed picture of molecular packing than that provided by conventional heuristics, and helps disentangle the role of hydrogen bonded and π-stacking interactions in determining molecular self-assembly. This observation demonstrates that ML is not just a black-box scheme to interpolate between reference calculations, but can also be used as a tool to gain intuitive insights into structure–property relations in molecular crystal engineering.

Introduction

Molecular crystals possess a diverse range of applications, including pharmaceutical, electronic and the food industry. The directed assembly of molecules into crystalline materials with targeted properties is a central goal of the active research field of crystal engineering. However, material design guided by empirical rules of self-assembly often exhibits inconsistent success, particularly for the crystallization of molecular solids, because it is generally impossible to predict the outcome of self-assembly that is directed by many competing, weak non-covalent intermolecular interactions. A typical example is the phenomenon of polymorphism in molecular crystals, whereby a given molecule can crystallize into different solid forms. This is a critical issue, especially for the pharmaceutical industry, where properties of molecules, such as dissolution rate, must be strictly controlled because they can be significantly affected by the presence of different polymorphs. Polymorphism also affects the opto-electronic performance of organic semiconductors, which are used in flexible electronic devices. To overcome these challenges, computational methods have been developed for crystal structure prediction (CSP) of organic molecules; over the past decade, CSP has been developed to the point where the experimentally-accessible polymorphs of small organic molecules can be predicted with reasonable success, as demonstrated by a series of CSP blind tests. Recently, CSP has been combined with property prediction to produce energy–structure–function maps that describe the diversity of structures and properties available to a given molecule. Hence, structure prediction methods are gaining increasing attention in the field of computer-guided materials design.

Despite these successes, it is clear that CSP is far from having demonstrated its full potential. First, the delicate balance between non-covalent interactions and entropic and quantum fluctuations call for a very precise description of the inter-molecular potential, in order to determine the cohesive energies of different polymorphs with predictive accuracy. An important observation from CSP studies on many organic molecules is that the landscapes of possible crystal structures usually contain large numbers of structures separated by small lattice energy differences. Thus, it is also important to be able...
to assess the stabilities of many structures at an affordable computational cost. Second, to guide the discovery of functional materials, one often needs to evaluate optical and electronic properties that can only be calculated at a quantum mechanical level of theory. Finally, in contrast to other fields of molecular science such as nano-clusters and biomolecules, little attention has been paid to the development of automatic analysis methods to rationalize the potential energy landscape and the structure–property relations in molecular crystals. Heuristic classifications of polymorphs based on the analysis of packing types or of hydrogen bond (H-bond) patterns are useful as they provide intuitive rules that can guide synthetic chemists in the design of crystallization protocols that yield the desired products. However, they lack transferability, and risk biasing the design of new materials based on outdated or partly irrelevant prior knowledge.

In the past few years, machine learning (ML) techniques have become increasingly popular in the field of atomic-scale modelling, as a way to interpolate between first-principles calculations of both energy and properties of atomistic structures, as well as classifying recurrent structural motifs in an atomistic simulation. In this paper we discuss how a recently-developed ML framework can be used alongside more traditional CSP methods, accelerating the prediction of stability and properties of the meta-stable structures of molecular crystals, as well as developing a data-driven classification scheme that provides useful insight into the packing motifs and structure–property relations. We use, as benchmark systems, pentacene (see Fig. 1a) and two azapentacenes (see Fig. 1b and c) isomers, recently studied as possible organic semiconductors by CSP methods. We demonstrate how Gaussian Process Regression (GPR) based on the SOAP-REMatch kernel is capable of estimating the relative energetics of predicted crystal structures, and the transfer integrals that enter the evaluation of charge mobilities, both to high levels of accuracy. Using the same kernel to characterize the similarity between structures, we also introduce a data-driven classification scheme that highlights families of structures on each CSP landscape and helps to clarify how introducing nitrogen substitutions in pentacene modifies the overall crystal packing landscape.

Methods
A benchmark database of structures and properties
We focus our present investigation on the lattice energies and charge mobility landscapes of three polyaromatic molecules: pentacene and two azapentacenes (5A and 5B), as depicted in Fig. 1. Pentacene is one of the most studied polyaromatic hydrocarbons, with promising electronic properties for organic semiconductor applications as a hole transporter. Without strong, directional intermolecular interactions, pentacene favours herringbone packing in crystalline phases, where molecules are arranged with a tilted edge-to-face arrangement in which neighbouring molecules interact via C–H–π interactions. Generally, a co-facial π-stacking arrangement is preferable for crystalline organic semiconductors since it maximizes the intermolecular charge transfer integrals. Winkler and Houk suggested introducing a symmetric and complementary nitrogen substitution pattern along the long edges of the pentacene molecule to encourage hydrogen-bonding into a sheet-like packing in the crystal of the resulting azapentacene (molecule 5A, Fig. 1b), with the intention of increasing charge mobilities by promoting π-stackings. We have also studied molecule 5B (Fig. 1c) to further investigate if an irregular nitrogen substitution pattern would be less likely to promote sheet-like molecular arrangements in the crystal structure of this molecule.

Full details of the crystal structure and transport property predictions for these three molecules were presented in ref. 11, and are summarized for completeness in the ESI.† In brief, crystal structures were generated by quasi-random sampling in a range of space groups, followed by lattice energy minimization with DMACRYS using an empirically parameterized exp-6 force field model [W99 (ref. 47)] combined with atomic multipolar electrostatics derived from a distributed multipole analysis (DMA).‡

Besides this well-established semi-empirical model for predicting lattice energies, we also computed single-point energies of all the structures using density functional theory (DFT), with an expansion of Kohn–Sham orbitals in plane waves and the generalized-gradient-approximation density functional PBE, including Grimme’s D2 dispersion corrections, as implemented in Quantum ESPRESSO.‡ Further details of the DFT calculations are given in the ESI.†

The crystal packings of the predicted structures were classified into one of the categories typically used in describing polyaromatic hydrocarbon crystal packing: herringbone, where all molecules adopt a tilted edge-to-face arrangement; sandwich-herringbone, in which pairs of coplanar molecules pack in a herringbone manner; γ, which features stacks of coplanar molecules; and sheet-like, where all molecules are coplanar. A fifth category, slipped-γ, was added in our previous publication describing gamma structures in which the lateral offset between stacked molecules is so large that there is little π–π contact along the stack of molecules. The classification was performed using an in-house algorithm based on a set of heuristic rules, by calculating the relative orientations of molecules in a sphere surrounding a central reference molecule in a given crystal, as described in ref. 11.

As discussed in the ESI,† charge mobility calculations for molecular crystals were performed based on a hopping model in which the essential ingredient is the calculation of the transfer integral (TI) $t_{ij}$ that describes the intermolecular
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pentacene isomers.

The kernel is built as the rotationally-averaged squared overlap of the smooth atom densities \( \rho_{\alpha}^{X}(r) \), which are in turn constructed as the superposition of Gaussian functions of width \( \gamma \) centered on the atoms of chemical species \( \alpha \) that are found in each of the two structures, with positions \( r_k \) relative to the \( i \)-th particle; \( f_r \) is a cutoff function that selects smoothly the atoms within a radius \( r_c \) from the central atom. In practice, the kernel can be computed more effectively based on a spherical harmonics decomposition of the two densities. In order to extract a single similarity measure from the matrix of pairwise environment similarities \( C(A,B) \), the REMatch kernel was used, which combines the similarity information from the local kernels into a global similarity measure by highlighting the pairs of local environments that exhibit the highest degree of structural similarity. For this purpose, the similarity between structure A and B is given by the weighted sum over the elements of \( C(A,B) \) where the weights are evaluated using a technique borrowed from optimal transport theory: \( K_\gamma^d(A,B) = \left[ \text{Tr} \mathbf{P} \mathbf{C}(A,B) \right]_d^2 \),

\[
P_\gamma = \arg\min_{P \in \mathcal{U}(N,M)} \sum_{y} P_y (1 - C_y(A,B) + \gamma \ln P_y).
\]

The optimal combination is obtained by searching the space of doubly stochastic matrices \( \mathcal{U}(N,M) \) which minimizes the discrepancy between matching pairs of environments, regularized using the information entropy of the weight matrix \( E(P) = -\sum_{y} P_y \ln P_y \). The parameter \( \gamma \) affects the sensitivity of the kernel and \( \gamma \) enables switching between a strict and broad selection of best matching pairs of local environments (see ref. 41 for more detail).

We choose the SOAP kernel as the basis of our measure of atomic structure similarity because it can be applied to both molecules and solids, and it combines a detailed and systematic description of atomic structures with a large degree of adaptability through its hyper-parameters. Finally, note that, given a positive-definite kernel between samples A and B, it is possible to define a kernel-induced distance that can be used for clustering or dimensionality reduction:

\[
D(A,B)^2 = K_\gamma^d(A,A) + K_\gamma^d(B,B) - 2K_\gamma^d(A,B).
\]

**Property prediction**

We model the property \( y \) of an atomic structure A using the Gaussian process framework and the SOAP-REMatch kernel. The property \( y \) is decomposed into the sum of a continuous function of the atomic configuration \( f(A) \) and an additive Gaussian noise \( \epsilon \sim \mathcal{N}(0,\sigma^2) \) of zero mean and variance \( \sigma^2 \) associated to the measure of \( y \):

\[
y = f(A) + \epsilon.
\]

We further restrict the noiseless part of the property \( y \) to be a Gaussian process with zero mean and covariance function

\( k(A,X) \) where A and X are atomic structures and \( k \) is a kernel function. Therefore, \( f \) belongs to a distribution over continuous functions for which every sample of the input space, i.e., atomic structures, is associated with a normally distributed random variable. The prediction model for property \( y \) becomes the mean over the possible functions conditioned by the input structure A, the set of training atomic structures \( \{X_i,y_i\} \forall i = 1, \ldots, n \) and the model’s hyper-parameters and is given by:
\[
\mathcal{J}(A) = \sum_{i=1}^{n} \alpha_i \tilde{K}_\gamma (A, X_i), \quad \alpha = \left( \tilde{K}_\gamma + \sigma_n^2 I_n \right)^{-1} y, \tag{5}
\]

where \( I_n \) is the identity and \( \tilde{K}_\gamma \) is the Kernel Ridge Regression model. This model function is identical to the Kernel Ridge Regression model but this formulation (i) provides a probabilistic interpretation to the regularization hyper-parameter \( \sigma_n \) and (ii) allows the optimization of some hyper-parameters of the model (assuming Gaussian priors) by using the resulting log marginal likelihood and its derivatives. For instance, \( \sigma_n \) has been optimized following this method when predicting lattice energies.

To rigorously assess the predictive power of our technique, we train GPR models on subsets of the molecular crystal datasets and compare our predictions with the reference data using \( K \)-fold cross-validation and the Mean Absolute Error (MAE), the Root Mean Square Error (RMSE), the supremum error (SUP) and the coefficient of determination \( R^2 \) metrics.

### Structural classification

The SOAP-REMatch kernel provides a metric to quantify the structural similarities/distances (see eqn (2) and (3)) among the \( N \) atomic configurations in a database. However, this inherently high-dimensional information is not readily interpretable. In this work, two complementary approaches are applied to convey this information in an easily-visualizable form.

The first approach involves building a two-dimensional “map” of the structural landscape, where each point corresponds to one of the structures in the database and the Euclidean distances between points is an approximation to the distances provided by the SOAP-REMatch kernel. We use sketch-map, a dimensionality reduction technique that aims to generate a low-dimensional projection of the data in which the proximity between structures is represented as faithfully as possible. The selection of the relevant length scales is achieved by tuning the parameters \( A, B, a, b \) and \( \sigma_{\text{map}} \) (see ref. 61 for a complete discussion). The sketch-maps that we report in this work are labeled using the notation \( \sigma_{\text{map}}^a A, B-a, b \).

The second approach uses the HDBSCAN clustering technique to identify automatically the main structural motifs, i.e. regions with a dense agglomeration of samples within the dataset. HDBSCAN has a single intuitive hyper-parameter, the minimal size of a cluster, which was set to approximately 1% of the dataset size to discard configurations that belong to sparsely-populated regions that do not correspond to a recurring structural motif. Given the quasi-random scheme used to enumerate locally stable polymorphs, no quantitative picture of the free energy of the landscape can be inferred from the clustering. Nevertheless, the presence of dense regions signals the possibility for the molecule to form many variations on the theme of a given packing pattern, and can be combined with information on lattice energies and charge mobilities to infer structure-property relations.

### Results & discussion

The form of the SOAP-REMatch kernels is general, and rather agnostic to the nature of the system. However, it contains many hyperparameters that can be tuned at will. The spread of the smooth Gaussians determines how important are small displacements of the atoms; the entropy regularization determines how much the combination of environments departs from a purely additive form. The performance of the kernels and the outcome of unsupervised structural classifications are relatively insensitive to the value of most of these hyperparameters. The accuracy of cross-validated predictions provides an estimate of the generalization error of our models, i.e. the error for previously unseen data, which we used to optimize the performance of GPR for different systems. We found that a Gaussian width of \( \zeta = 0.3 \) Å and a regularization \( \gamma = 2 \) provide the best performance for all the systems we considered.

The cutoff radius of the environment has the most significant influence on prediction performance and on the outcomes of the ML analysis. It also lends itself to a physical interpretation, since it determines the scale on which structural similarity is assessed. Although long-range electrostatics contribute significantly to the total lattice energies of crystalline structures, we found that a relatively short-range cutoff of \( r_c = 5 \) Å is sufficient to obtain remarkably accurate predictions of the reference lattice energies. This finding suggests that the most important differences in electrostatic interactions between competing crystal structures of a given molecule are those between nearest-neighbour molecules. It is important to note that the lattice energies were calculated using a pairwise additive force field, so the lattice energies lack contributions from polarization. Although we also observed excellent performance when predicting DFT energies, that contain full electrostatic responses, the slight degradation of the prediction accuracy suggests that a longer cutoff, or explicit treatment of the electrostatic terms, might be beneficial when learning energies that contain long-range many-body effects.

While the “best” kernel for property prediction can be determined objectively based on the cross-validation error, it is more difficult to formulate objective criteria to optimize the parameters when a kernel is to be used for determining structural motifs, or generating low-dimensional maps of the crystal structure landscape. We found that by starting from the best parameters for energy prediction, and modifying the cutoff radius to select different chemical features, e.g. H-bonds and CH⋯π interactions, it is possible to change the representation of the structures in a predictable way. This turns out to be insightful, as we discuss below for the pentacene, 5A and 5B databases.

### Pentacene

Using the SOAP-REMatch kernel with the hyper-parameters \( \gamma = 2, \zeta = 0.3 \) Å, \( r_c = 5 \) Å, the force field relative lattice energies of the pentacene crystals can be predicted with an accuracy of \( \text{MAE} = 0.29 \pm 0.03 \text{ kJ mol}^{-1} \) and \( R^2 = 0.979 \) using 75% of the dataset.
(see Table 1). The learning curve for pentacene (see Fig. 2) shows a polynomial convergence of the error with respect to the training set size, indicating that the accuracy of the method can be improved systematically.

Errors in the absolute lattice energies calculated with the W99 + DMA force field are, on average, about 15 kJ mol\(^{-1}\) when compared to benchmark experimental values,\(^{12}\) which is 1.2 to 4 times larger than the error associated with dispersion-corrected DFT. However, these errors are largely systematic and so much of the error cancels in the evaluation of relative lattice energies. Thus, W99 + DMA has been shown to be reliable in ranking the relative lattice energies in CSP studies on a large set of organic molecules\(^{14}\) and was validated for this study by reproducing the known crystal structures of pentacene and an aza-substituted tetracene as global minima on their CSP landscapes.\(^{11}\)

In the present study, using only a small fraction (5%) of the pentacene dataset for training, one can already very accurately reproduce the lattice energies calculated using the W99 + DMA force field, with a MAE below 1 kJ mol\(^{-1}\) in the machine learned lattice energy predictions. The pentacene lattice energy landscape is dominated by the repulsion–dispersion contribution to intermolecular interactions and the above findings suggest that

The predictions from the SOAP-REMatch kernel are robust in describing the relative thermodynamic stabilities of crystals of such non-polar molecules. The small fraction of structures required for training suggests that this approach could be used to reduce the cost of obtaining energy estimates at a higher level of theory, such as dispersion-corrected DFT, by performing training on a small number of high-level reference calculations. To verify this hypothesis we computed single-point dispersion-corrected DFT energies for each of the structures, which were then learned using the same kernel. As shown in Fig. 2, even though predictions are slightly less accurate, a ML model that uses just 50 training points can predict the DFT relative stability of different phases with a sub-kJ mol\(^{-1}\) error, opening the way to the use of more accurate energetics in large-scale CSP studies.

The accuracy of the lattice energy predictions suggests that the SOAP-REMatch kernel captures structural features that are strongly coupled with polymorph stability. This makes it well-suited as the basis of unsupervised-learning strategies to rationalize the structural diversity within this dataset, and to provide a meaningful and data-driven classification of the main structural patterns. Fig. 3 shows a sketch-map representation of the pentacene dataset color-coded according to the relative lattice energy (bottom right), a heuristic classification scheme developed in the previous publication on CSP of azapentacenes\(^{15}\) (top right) and the clusters detected by HDBSCAN* based on the kernel-induced metric (left).

The ‘islands’ on the sketch-map indicate the presence of distinct structural motifs (Fig. 3). The HDBSCAN* technique identifies seven clusters among which two match clearly the herringbone and sheet heuristic classes. The correspondence between a classification based on unsupervised data analysis and one based on a well-established understanding of the behavior of π-stacked system provides a cross-validation of the two approaches. The combination of SOAP-REMatch kernels, sketch-map and clustering is capable of recognizing well-known stacking patterns, and vice versa these heuristic classes have a clear correspondence in the structure of the crystal structure landscape.

Cases in which the two classifications differ are similarly insightful. For example, γ packing is defined by a stacking

Table 1  Summary of the lattice energy prediction scores for pentacene, 5A and 5B (respectively 564, 594 and 936 structures). Our best accuracies on these datasets are estimated from average scores from a 4-fold cross validation (75% of the dataset is used for training). R-learning refers to the learning of the difference between W99 and DFT energies.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MAE [kJ mol(^{-1})]</th>
<th>RMSE [kJ mol(^{-1})]</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pentacene (W99)</td>
<td>0.29 ± 0.03</td>
<td>0.49 ± 0.08</td>
<td>0.979</td>
</tr>
<tr>
<td>Pentacene (DFT)</td>
<td>0.48 ± 0.04</td>
<td>0.68 ± 0.04</td>
<td>0.984</td>
</tr>
<tr>
<td>Pentacene ((D))</td>
<td>0.51 ± 0.04</td>
<td>0.70 ± 0.06</td>
<td>0.96</td>
</tr>
<tr>
<td>5A (W99)</td>
<td>0.41 ± 0.02</td>
<td>0.59 ± 0.04</td>
<td>0.967</td>
</tr>
<tr>
<td>5A (DFT)</td>
<td>0.64 ± 0.03</td>
<td>0.91 ± 0.07</td>
<td>0.930</td>
</tr>
<tr>
<td>5A ((D))</td>
<td>0.59 ± 0.03</td>
<td>0.85 ± 0.06</td>
<td>0.85</td>
</tr>
<tr>
<td>5B (W99)</td>
<td>0.98 ± 0.03</td>
<td>1.31 ± 0.03</td>
<td>0.877</td>
</tr>
<tr>
<td>5B (DFT)</td>
<td>1.09 ± 0.03</td>
<td>1.44 ± 0.04</td>
<td>0.870</td>
</tr>
<tr>
<td>5B ((D))</td>
<td>0.74 ± 0.04</td>
<td>1.00 ± 0.05</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Fig. 2  Learning curves for the lattice energy predictions of pentacene, 5A and 5B datasets on a logarithmic scale. All hyper-parameters of our ML model are fixed except for the regularization parameter \(\alpha\), in the GPR model which is optimized on the fly at each training. We use 4-fold cross validation on the randomly shuffled dataset and randomly draw \(N\) times an increasing number of training samples from 75% of the dataset for each fold. The test MAE and error bars are, respectively, average and standard deviation over the folds. The left-hand panel corresponds to the prediction of W99 energies computed for W99-optimized geometries, the middle panel correspond to the prediction of DFT energies on such structures, and the right-hand panel to the prediction of the difference between DFT and a W99 baseline.
of the sketch-maps) con-... clusters such as the green and red ones might not seem fully homogeneous. Nevertheless, a careful inspection of these groups of structures (see the ESI† for an interactive exploration of the sketch-maps) confirms that clusters detected by HDBSCAN* are indeed structurally homogeneous while the group on the lower right corresponds to complex variations and distortions of the herringbone pattern which do not show an obvious common structural pattern.

The quality of energy predictions based on SOAP-REMatch kernels for the predicted polymorphs of pentacene is remarkable, and the automatic classification based on kernels provides more fine-grained insights into the structural diversity in the lattice energy landscape compared to the heuristic classifications. To verify how these observations generalize to different classes of molecular crystals, we also considered the case of the two azapentacene isomers 5A and 5B.

Azapentacene 5A

The quality of the lattice energy predictions for the 5A dataset is comparable to the pentacene dataset (see Table 1 and Fig. 2), showing similar accuracy (MAE = 0.41 ± 0.02 kJ mol$^{-1}$ and $R^2 = 0.967$ for predicting W99 energies, and MAE = 0.64 ± 0.03 kJ mol$^{-1}$ and $R^2 = 0.930$ for DFT predictions) and trends in the learning curves. However, to reach 1 kJ mol$^{-1}$ accuracy we need at least twice as many training samples compared to pentacene. This can be rationalized by the introduction of stronger intermolecular electrostatic interactions involving the polar nitrogen atoms, which leads to the formation of CH···N H-bonds and the formation of molecular sheets. The presence of significant electrostatics as well as the dispersion interactions between arene rings results in a more complex lattice energy surface than that of pentacene, where dispersion interactions dominated and electrostatic contributions were small. The
greater structural complexity of the landscape is reflected in the
eigenvalue spectrum of the kernel matrix, which decays more
slowly than in the case of pentacene (see ESI†). The intrinsic
high dimensionality of the configurational landscape is also
reflected in the failure of sketch-map to yield a particularly
informative representation, even though HDBSCAN* clusters
show some rough correspondence to the heuristic sheet and γ
classes (see ESI†).

The main difference between configurations, which is
apparent by visual inspection, consists in the different
arrangements of CH⋯N H-bonds between molecules within
each sheet. In order to focus our investigation on such patterns,
without the confounding information associated with the relative
arrangement of molecules in adjacent sheets, we use a kernel with a cutoff radius of 3 Å, which is sufficient to identify
H-bonds but is insensitive to inter-sheet correlation, given that
the typical distance between sheets is about ~3.5 Å. The
outcome of this analysis is shown in Fig. 4. The HDBSCAN*
amautomatic classification identifies nine main structural
patterns, eight of which are sub-classes of the sheet motif.
Representative structures for a few of these clusters (see Fig. 4)
show that although a wide range of H-bond arrangements are
possible within sheets, only a handful emerge as well-defined
packing patterns. A single well-defined cluster that does not
correspond to variations on the sheet stacking is also present
and identified, corresponding to the γ heuristic class, while
other patterns are detected as background/outliers by
HDBSCAN*.

The fact that the overwhelming majority of structures can be
traced to a sheet motif, despite using a CSP protocol that is
designed to sample as widely as possible the most-likely
packing patterns for a given molecule, as demonstrated in the
case of pentacene, underscores the fact that the nitrogen
substitution favors the sheet stacking patterns and inhibits
other kinds of structural motifs. However, we find relatively
poor correlation between structural similarity and lattice energy
(see Fig. 4, bottom right) when the kernel is tuned to disregard
inter-layer correlations. This reflects the fact that in-sheet H-
bonding is not the sole factor determining the stability of
packing. This is an example of the insight that can be obtained
by combining supervised and unsupervised ML analysis of the
configurational landscape of molecular materials.

### Azapentacene 5B

Our results on the learning of lattice energies of the 5B dataset
are satisfactory, but not as good as those observed for pentacene
and 5A datasets (Table 1 and Fig. 2); we reach an accuracy of
about 2 kJ mol⁻¹ with 100 training points and 1 kJ mol⁻¹
accuracy with 75% of the dataset. Not only are the absolute
errors larger, but also the slope of the learning curve is smaller,
showing that it is difficult to improve the accuracy by simply
including more structures in the training set.

The difficulty in learning can be traced to a higher inherent
dimensionality of the dataset, as evidenced by the slow decay of
the kernel eigenvalue spectrum (see ESI†). The structural basis
of this greater complexity can be understood by performing an
HDBSCAN* analysis and inspecting the sketch-map representa-
tion of the dataset. Even when using a 3 Å cutoff for the kernel,
the sketch-map representation of the similarity matrix does not
show clear ‘islands’, i.e. recurring structural patterns (see
Fig. 5), suggesting the presence of a glassy structural landscape
in which many distinct patterns can be formed. Indeed, even

---

**Fig. 4** Sketch–map representations of the 5A crystal structure landscape. The atomic configurations are color-coded according to their relative lattice energy (bottom right), class following the heuristic classification (top right) and cluster index (gray structure do not belong to a cluster) found using HDBSCAN* on the similarity matrix (left). The structural pattern of each cluster is illustrated with a top and long side (yellow cluster) view of the 5A polymorphs.
though HDBSCAN* finds 8 clusters that can be described as sheet-like (see a few representative structures in Fig. 5), they correspond to less than 20% of the structures, and the majority of the database (760 samples) is too sparse to be partitioned into well-defined clusters.

This variety of complex and diverse stacking patterns that do not seem to fit into specific arrangements can be traced to the irregular substitutions of carbon atoms by nitrogen atoms, that determines a transition from a structure-seeker energy landscape to a glassy energy landscape. The relatively poor performance when learning lattice energies can then be understood in terms of the presence of a large number of distinct structural motifs that require a larger training set size in comparison to pentacene and 5A, which on the contrary are characterized by combinations of relatively few easy-to-rationalize and easy-to-learn stacking and H-bond patterns. Similar performance is observed when learning DFT energetics, with MAE and RMSE errors about 0.1 kJ mol$^{-1}$ higher than learning the W99 lattice energies.

An alternative strategy for learning the DFT lattice energies is to use the W99 results as a baseline and to apply ML to predict the difference between the baseline and DFT. This approach was applied to all three molecules (Table 1 and Fig. 2). For pentacene and 5A and when using 75% of structures for training, the resulting errors are essentially the same as when learning the DFT lattice energies directly. For smaller train set sizes and for 5B, instead, this approach considerably improves the accuracy. This indicates that W99 baselining does reduce the intrinsic variance of the learning targets: given that W99 energies are an inevitable byproduct of the W99-based structure search, it is a good idea to use them as a starting point to compute more accurate lattice energies. It is however clear that the difference between W99 and DFT is a function that is as difficult to learn as the DFT or W99 energy itself, so the asymptotic accuracy is not improved much — contrary to what is observed e.g. when using a ML model to predict exact-exchange corrections to DFT, where the use of a baseline can improve the predictions by almost an order of magnitude.

**Mobility prediction**

Charge mobility is a key performance indicator for these set of molecular crystals considering their possible application to organic electronics. Therefore, being able to predict the hole (for pentacene) or electron (azapentacenes) mobility in putative crystal structures from CSP at a reasonable computational cost could accelerate property-driven design of functional organic semiconductors. However, contrary to the lattice energy for which bond-order expansions and additive energy models have been very successful, the charge mobility is commonly estimated through the computation of transfer integrals between pairs of molecules, each of which requires a rather demanding electronic structure calculation. The simulation protocol requires the collection from all crystal structures on the landscape of a structural database of all unique dimers within a specified distance cutoff, which are then used to calculate the corresponding TI values.

Rather than trying to directly predict the charge-carrier mobility of a given crystal structure, we thus decided to apply our ML framework to predict the value of TIs within dimers, which is the most computationally demanding part of the mobility calculation. Given that the molecules are rigid, and that the value of the TIs depends primarily on the relative...
intermolecular orientation, we use a simplified version of the SOAP similarity that does not require the computation of several overlap kernels for each dimer. We introduce a virtual atom situated at the center of mass of each dimer, which is used as the center of a single SOAP environment used to define the similarity between two dimers A and B. We set the environment cutoff to 10 Å, so that it encompasses the entirety of the two molecules, giving a complete information on the geometry of the dimer. We found that the accuracy of the resulting ML model obtained with this procedure is comparable to an optimized SOAP-REMatch model while being much faster to compute.

Given the large pool of dimer configurations for each system, one needs to question what is the most efficient strategy to obtain a given level of accuracy with the minimum computational effort. We considered two different strategies to determine the training structures (for which electronic structure calculations need to be performed) and the test structures (for which one would want to just use ML predictions). As the simplest possible method we considered a random selection of dimers as training references. As a second approach, we built a training set that simultaneously maximizes structural diversity while explicitly computing the value of the TI for unusual, outlier structures for which a ML prediction may fail. We do this by using the farthest point sampling (FPS) algorithm, a greedy optimization strategy that iteratively selects data points that are most diverse from the already-selected training data.

We then used the similarity kernel of the training set to learn the TI values and perform predictions for the remaining dimers, within the GPR framework as described in Section 2.2.2, using the hyper-parameters $\xi = 3$ and $\sigma_n = 5 \times 10^{-4}$ throughout. Fig. 6 shows the trend of the MAE, RMSE and SUP in prediction when the training set was increased systematically from 10% to 80% of the full set, while predicting on the remaining dimers. All systems show similar trends. The RMSE is consistently about a factor of 2 larger than the MAE, since more training points are concentrated in the densely-populated portions of the structural landscape. The SUP error, however, shows that this improved MAE comes at the price of larger errors coming from the outlier structures. As the training set size is increased, the FPS learning curves decay much faster, and quickly outperform the random selection. On the one hand, this is due to the greater diversity of the training set which, for a given size, provides a relatively uniform coverage of the landscape. On the other hand, outlier configurations that may be hard to predict are computed explicitly, and so only “easy” configurations are left in the test set. Far from being an artifact of the FPS training set construction, this second element is a useful feature that can be used in a practical setting, since the selection can be performed based only on the structures. Being able to focus explicit simulations on “difficult” structures makes it possible to achieve the best overall accuracy for a given investment of computer time.

When discussing the absolute accuracy of predictions, one should keep in mind that the values of the TIs spread across several orders of magnitude. Even when wavefunction-based methods, which are more accurate than the DFT-based method used here, were used to evaluate TIs, one could still observe errors of the order of 5–10 meV compared to high-level reference values, this indicates the intrinsic challenge in accurately predicting TIs. Here, it can be seen that this level of accuracy to predict DFT-derived TIs is easily achieved with about 10% of the dimer configurations, particularly if using a random selection. Using a FPS selection and increasing the training set size to about 25%, one can achieve more reliable predictions, with a MAE of about 3 meV for 5A dimers, and about 7 meV for 5B and pentacene (see Fig. 7). It is easy to see that the accuracy of predictions could be improved further. For instance, one could compute baseline values of the transfer integrals by a semiempirical method, or pre-select dimers with negligible TIs to reduce the computational expense. However, the present results already show that it is possible to use a straightforward ML protocol to reduce by a factor of 4–10 (depending on the desired level of accuracy) the cost of thoroughly screening all structures on a CSP landscape in terms of their charge carrier mobilities.

![Fig. 6](image-url) Learning curves for the errors in predicting TI when selecting training dimers using a random or FPS strategy. MAE, RMSE and SUP errors are defined in the text.
Conclusions

Statistical learning methods have demonstrated an accuracy on par with state-of-the-art electronic structure theory when constructing potentials for relatively simple materials or when predicting the properties of small isolated molecules. Here we have shown that sub-kJ mol\(^{-1}\) accuracy can also be obtained when predicting reference energies for the stability of different polymorphs of molecular crystals (relative lattice energies). Not only can we reproduce the energetics computed using an empirical atom-atom potential, but also predict accurately energies obtained at the dispersion-corrected DFT level. The possibility of interpolating between a few high-end reference calculations could improve the reliability of crystal structure prediction, while minimising the added computational cost.

The combination of lattice energy predictions and unsupervised classification of the predicted structures can also be used to provide insights into the most important packing motifs available to the molecule during crystallization. For instance, we have shown that automatic clustering of pentacene structures identifies motifs that can be easily related to heuristic structural classifications, while capturing finer details and being fully data-driven. A similar analysis of nitrogen substituted pentacenes 5A and 5B confirmed that a regular substitution leads to regular H-bond patterns within the sheets, while an asymmetric substitution leads to less robust H-bonding patterns and a generally glassy potential energy landscape. At the same time, comparing energy predictions and structural classification showed clearly that H-bonding alone is not sufficient to characterize the lattice energies of 5A and 5B, but inter-sheet arrangements also need to be properly accounted for. This observation is an example of how an analysis based on machine-learning, when built around an easily-interpretable descriptor of molecular similarity, makes it possible to validate or disprove the interpretation of crystal packing in terms of a certain type of interactions.

Machine-learning can also be used to predict properties other than polymorph stability. Given that the polyaromatic compounds studied here are relevant for molecular electronics, we chose as an example the calculation of charge mobility. In order to build a model that minimizes the investment of CPU time needed to achieve a quantitative prediction for the large numbers of crystal structures found on CSP landscapes, we focused on the bottleneck of the calculation, which is the evaluation of electronic transfer integrals between pairs of adjacent molecules. Because of their origin in the electronic structure of interacting molecules, there is no simple form for the relationship between the intermolecular arrangement and these transfer integrals. We have tested Gaussian process regression using the SOAP descriptor of dimer structures to see if an inexpensive method can be trained using a small subset of dimers from a crystal structure landscape. Despite the fact that transfer integrals vary over several orders of magnitude, we showed that our ML scheme could predict their value at a level of accuracy comparable to that of the electronic structure reference using only 10% of the dimer configurations – corresponding to a potential 90% reduction of the computational effort associated with the screening of crystal structures for their charge mobility.

From faster, more accurate assessment of phase stability and the prediction of complex material properties, to the formulation and verification of hypotheses regarding structure–property relations, we believe that the machine-learning framework presented here could greatly advance the role of crystal structure and property prediction methods in the discovery of functional molecular materials.
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