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Crystal structure prediction methods can enable the in silico design of functional

molecular crystals, but solvent effects can have a major influence on relative lattice

energies, sometimes thwarting predictions. This is particularly true for porous solids,

where solvent included in the pores can have an important energetic contribution. We

present a Monte Carlo solvent insertion procedure for predicting the solvent filling of

porous structures from crystal structure prediction landscapes, tested using a highly

solvatomorphic porous organic cage molecule, CC1. Using this method, we can

understand why the predicted global energy minimum structure for CC1 is never

observed from solvent crystallisation. We also explain the formation of three different

solvatomorphs of CC1 from three structurally-similar chlorinated solvents. Calculated

solvent stabilisation energies are found to correlate with experimental results from

thermogravimetric analysis, suggesting a future computational framework for a priori

materials design that factors in solvation effects.
Introduction

A fundamental goal for computational chemistry is the in silico design of func-
tional materials. Computational methods can reduce our reliance on trial and
error experiments, saving laboratory time. Because materials properties are
dened by structure, in silico methods for screening hypothetical functional
molecules must involve a structural hypothesis; this can be done using analogy,
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empirical rules, or ab initio solid-state structure prediction. For molecular crys-
tals, empirical rules are unreliable because the crystal packing is determined by
the summation of many weak interactions, rather than a single, dominant
interaction. A small change in molecular structure oen alters the crystal struc-
ture completely. This means that intuitive design strategies for molecular crystals
will frequently fail or, at least, fail to capture the true complexity of the potential
crystallisation landscape for a given molecule. Computational methods devel-
oped for crystal structure prediction (CSP) give us the potential to predict struc-
ture from the molecular building blocks alone.1,2 So far, CSP methods have largely
focused on pharmaceutical molecules,3–5 but they have also been applied in areas
of materials chemistry, such as organic semiconductors6–9 and porous organic
molecular crystals.10–13

An important factor that is usually overlooked in CSP is the effect of solvent on
the relative crystal structure stabilities and, hence, the structure that is predicted
to form. Alternative crystal structures are oen predicted to be close in lattice
energy and the interaction of solvent molecules during crystallisation can affect
the stabilisation of one potential packing arrangement with respect to another.
Frequently, the inuence of solvent is limited to interactions with the surface of
a crystal. The total free energy of a crystal has contributions from the bulk and
surface energies, such that structures with the lowest surface energies can be
more stable than those with the lowest bulk energy. The balance between bulk
and surface energies depends on crystallite size and shape, with surface terms
increasing for small crystallite sizes.14 While the bulk energy of a crystal is
unaffected by the solvent environment, surface energies can be strongly inu-
enced. Thus, different solvents can stabilise different structures and solvent
stabilisation of crystal surfaces can have an important inuence at the critical
nucleation stage, leading to the growth of metastable phases. These effects on
polymorph stabilities have been modelled for known polymorphs of inorganic15,16

and organic17 materials using explicit15,16 or continuum17 models of solvent on the
dominant crystal faces.

The inuence of solvent becomes especially important for porous crystals,
which tend to crystallise with solvent in the pore channels. Solvated polymorphs,
or “solvatomorphs”, are of intrinsic interest because solvatomorphs can have
different physical properties.18–21 For porous crystals, different porous poly-
morphs can be isolated by desolvating solvatomorphs with different crystal
structures.10,22,23 This can be used to an advantage: for example, we showed
previously that 1,4-dioxane acts as a directing solvent to induce the formation of
a specic highly-porous crystal packing of organic cage molecules.23 The solvent
molecules in a porous molecular crystal can also be an integral part of the crystal
structure, and hence the removal of solvent from solvatomorphs with retention of
the crystal packing of the host structure is not always possible.24,25

It has been shown that the inclusion frameworks of organic molecules oen
correspond to local minima on the lattice energy surface, even in the absence of
the guest solvent molecules.26 They can therefore be located using CSP methods,
usually at energies signicantly above the global lattice energy minimum. These
structures can be identied because they contain voids of the right size to
accommodate molecular guests. It is not usually clear, a priori, which solvent will
stabilise which particular crystal packing.27 As such, predicting the inuence of
solvent on relative crystal lattice energies is of strong value because it could allow
384 | Faraday Discuss., 2018, 211, 383–399 This journal is © The Royal Society of Chemistry 2018

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c8fd00031j


Paper Faraday Discussions
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 1
6 

A
pr

il 
20

18
. D

ow
nl

oa
de

d 
on

 5
/2

3/
20

24
 8

:1
4:

08
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
crystallisation conditions to be explored in silico to target specic polymorphs. For
example, we recently used solvent stabilisation calculations to explain why
a hydrogen bonded molecule, triptycene-tris(benzimidazolone), crystallises as
a series of porous polymorphs and not as a dense, non-porous phase, which is the
predicted global lattice energy minimum structure.10

Here, we investigate the effect of solvent on the crystallisation of an
ethylenediamine-derived [4 + 6] imine cage, CC1 (Fig. 1a).22,28 CC1 is a good
candidate for studying solvent effects on polymorphism: unlike many imine
cages, where bulky vertices control the crystal packing, CC1 is nearly spherical
and it has many structures of similar energy on its predicted crystal energy
landscape.12 The CC1-a0 polymorph is formed by desolvation of an ethyl acetate
(EtOAc) solvate, CC1$2.5(EtOAc), while CC1-b0 is formed by desolvation of
a dichloromethane (DCM) solvate, CC1$2.5(DCM).22 The desolvated crystal
structures are related directly to their respective solvatomorphs and the two
different polymorphs have different properties: CC1-b0 is porous to nitrogen while
CC1-a0 is not.22 The phase behaviour of CC1 is not limited to these polymorphs:
Fig. 1 Experimentally determined crystal structures of the solvatomorphs of CC1 (a)
shown as a 3 � 3 grid of cages from each structure (b–i). Solvent molecules omitted for
clarity. oX ¼ ortho-xylene and pX ¼ para-xylene.

This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 211, 383–399 | 385
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for example, recrystallisation from DCM/mesitylene affords CC1$4(mesitylene)
(P�1),29 and recrystallisation from DCM/1,4-dioxane affords 2(CC1)$7(1,4-dioxane)
(P21/c).23 Hence, the solid form landscape of CC1 is particularly rich and non-
intuitive from an experimental perspective.

We present here the preparation and characterisation of ve new sol-
vatomorphs of CC1 (Fig. 1), which exist as either single solvates (one cocrystal-
lised solvent) or as bisolvates (two different cocrystallised solvents). By using
a Monte Carlo solvent lling procedure in conjunction with lattice energy mini-
misation, we show that all the solvatomorphs are solvent stabilised compared to
the hypothetical global minimum on the CSP landscape. In addition, we show for
three different chlorinated solvents that the experimentally obtained crystal sol-
vatomorph is correctly predicted by solvent stabilisation calculations; that is, the
observed solvatomorph is predicted to be more stabilised by the solvent used for
its crystallisation than any of the alternative CC1 structures that were tested. This
is further corroborated by thermogravimetric analysis (TGA) of the experimental
solvates, which shows a correlation between the experimental stability of the
solvatomorph and the computed solvent stabilisation energy.

Methods
Crystallisation and characterisation

Crystals of CC1 were obtained using either slow evaporation, vapour diffusion, or
layering methods, details of which are provided in the ESI.† CC1 is soluble in
chlorinated solvents such as DCM and CHCl3 but poorly soluble in non-polar
solvents, such as xylenes, and also in some polar solvents, such as EtOAc.
Hence, combinations of solvents were used in some cases for the crystallisation of
CC1 where limited solubility did not allow a single solvent to be used.

Single crystal X-ray data sets were measured on a Rigaku MicroMax-007 HF
rotating anode diffractometer (Mo-Ka radiation, l ¼ 0.71073 Å, Kappa 4-circle
goniometer, Saturn 724+ detector); at beamline I19, Diamond Light Source, UK
using silicon double crystal monochromated synchrotron radiation (l¼ 0.6889 Å,
Saturn 724+ detector);30 or at beamline 11.3.1, Advanced Light Source, Berkeley,
USA, using silicon monochromated synchrotron radiation (l ¼ 0.7749 Å, APEX-II
detector). Solvated single crystals were immersed in a protective oil, mounted on
aMiTeGen loop, and ash cooled under a dry N2 gas ow. Absorption corrections,
using the multi-scan method, were performed with the program SADABS.31

Structures were solved with SHELXD,32 or by direct methods using SHELXS,33 and
rened by full-matrix least squares on |F|2 by SHELXL.34 Supplementary CIFs, that
include structure factors, are available free of charge from the Cambridge Crys-
tallographic Data Centre (CCDC). 2(CC1)$7.75(DCM) #1575913, 2(CC1)$
11.32(CHCl3) #1575914, 2(CC1)$10(CCl4) #1575912, CC1$2(oX)$CHCl3 #1575911,
and CC1$oX$DCM #1575910. For full renement details, see the ESI (Tables S1
and S2, Fig. S1–S7†).

Powder X-ray diffraction data was collected in transmission mode using the
Mythen-II position sensitive detector and capillary spinner on the I11 beamline at
the Diamond Light Source (l ¼ 0.827157 Å). The sample was contained in
a 0.5 mm diameter borosilicate glass capillary. The structure of CC1$1.47(pX) was
solved using the simulated annealing routine implemented in Topas-Academic.35

For PXRD renement details, see the ESI (Fig. S8 and S9†).
386 | Faraday Discuss., 2018, 211, 383–399 This journal is © The Royal Society of Chemistry 2018
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TGA was carried out using a TA Q5000IR analyser with an automated vertical
overhead thermobalance. Samples were heated at a rate of 10 �Cmin�1. Tonset was
calculated using the in-built feature in the soware ‘TA Universal Analysis’. TGA
curves and calculated Tonset values are in the ESI.†
Crystal structure prediction

As a reference crystal energy landscape for CC1 (Fig. 3), we use the structures from
Case et al.,36 which was generated by quasi-random sampling with one molecule
in the asymmetric unit (Z0 ¼ 1) in 16 common space groups (P1, P21, C2, P212121,
P21212, C2221, P41212, R3, P�1, Cc, P21/c, C2/c, Pna21, Pbcn, Pbca, and Pnma). This
search used 5000 accepted trial crystal structures in each space group, in which
molecular clashes were relieved using the SAT-expand method described in ref.
36. This previously published set of predicted crystal structures for CC1 was
supplemented by additional crystal structure searching where we identied that
the sampling in our previous set was not complete. Specically, we added struc-
tures in C2/c with Z0 ¼ 1 and sampled those space groups with two independent
molecules (Z0 ¼ 2) where this symmetry is observed in one of the known CC1
structures. These additional crystal structure searches were performed using the
Global Lattice Energy Explorer (GLEE) soware,36 which performs a quasi-random
sampling of lattice dimensions, molecular positions and orientations. The quasi-
random sampling used to generate the CSP landscape has the advantage over
other global optimisation strategies that the sampling of higher energy regions of
the landscape is given equal importance to sampling the low energy region near
the global minimum. We nd (as discussed below) that the CC1 frameworks of
observed solvates can be high in energy and so could be easily missed by more
aggressive global optimisation algorithms.

Lattice energy minimisation calculations used the DMACRYS37 soware in
which molecular geometries are held rigid at the gas phase B3LYP/6-31G**
geometry. Intermolecular interactions are described using an empirically para-
meterised atom–atom repulsion–dispersion model (W99 (ref. 38)) and a distrib-
uted multipole electrostatic model, using a distributed multipole analysis39

(DMA) of the B3LYP/6-31G** electron density with multipoles up to hexadecapole
on each atom. Ewald summation was used to calculate the charge–charge,
charge–dipole, and dipole–dipole interactions; all other intermolecular interac-
tions were subject to a 30 Å cutoff. Full details are provided in the ESI.†
Solvent insertion calculations

A Monte Carlo (MC) approach was used to insert solvent molecules into CC1 host
frameworks (Fig. 2). MC calculations were performed using Towhee-7.10 (ref. 40)
on the CSP structures corresponding to all of the observed forms of CC1, as well as
the global lattice energy minimum structure determined from CSP. 10 000 cycle
MC simulations were run in the NVT ensemble using a combination of trans-
lational, rotational and conguration-bias regrowth and reinsertion moves (the
distribution of moves is given in the ESI†). For bisolvates, we also included two-
molecule centre-of-mass switch moves. Simulations were run for a range of
solvent loading ratios (CC1 : solvent ¼ 1 : N, N ¼ 1,2,3.) until no further solvent
could be added without disrupting the CC1 packing.
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 211, 383–399 | 387
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Fig. 2 Scheme of the Monte Carlo solvent loading calculations. Starting from a CC1 host
generated by crystal structure prediction (a), Monte Carlo steps are used to sample
configurations of solvent molecules (b), and snapshots from the Monte Carlo sampling are
subjected to lattice energy minimisation (c).
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We attempted insertion of each solvent (CHCl3, DCM, CCl4, EtOAc, 1,4-
dioxane, p-xylene) and solvent mixtures (CHCl3 : o-xylene and DCM : o-xylene)
into the CC1 framework that is observed to form with that solvent. For mixed
solvent systems (bisolvates), the experimental solvent ratios were used during
the solvent insertion calculations. It is a future challenge to extend our current
methods to assess mixed solvent systems without experimental information on
the solvent ratio in the solvated crystal structure. We also used the Monte Carlo
approach to load ve of the single solvents (CHCl3, DCM, CCl4, EtOAc, 1,4-
dioxane) into all of the solvent frameworks and the CSP global minimum crystal
structure.

An articially high temperature of T ¼ 5000 K was used to ensure good
sampling of solvent congurations within the crystal structures. Frames sampled
at 10 cycle intervals were lattice energy minimised with the same energy model
used in the CSP calculations (W99 + DMA). No space group symmetry was
enforced during solvent sampling or lattice energy minimisation. Solvated
structures that led to large distortions of the CC1 framework were discarded. This
was tested by comparison of the CC1 arrangement within the solvated structure to
the original CSP structure using the COMPACK algorithm.41
388 | Faraday Discuss., 2018, 211, 383–399 This journal is © The Royal Society of Chemistry 2018
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The lattice energies of the solvated crystal structures were then corrected for
the cost of removing N molecules of solvent from the pure phase:

Elatt ¼ ECC1þsolvent
latt �N

�
Esolvent � 3

2
RT

�
þ Econf (1)

where Esolvent was calculated from NVT MC simulations on pure solvent at 300 K,
in which the solvent densities were xed at the experimental density.

The
3
2
NRT correction accounts for the change in the kinetic energy contribu-

tion of the solvent molecules to the internal energy. We assume solvent molecule
rotational motion to be free in the bulk solvent phase, and to become librational
vibrations in the solvate crystals and use equipartition estimates of the energy.
Econf is an energy correction between the conformations of CC1, which is added to
any structure with a higher energy conformation.
Results and discussion
Crystallisation

The various experimental solvatomorphs of CC1 are shown in Fig. 1. CC1 crys-
tallises from CHCl3 as 2(CC1)$11.32(CHCl3) in the triclinic space group, P�1. In this
structure, ordered CHCl3 molecules were found in the cage cavities (Fig. S1†). In
addition, a mixture of ordered and disordered CHCl3 molecules was found in
extrinsic 1-D channels running along the c-axis. By contrast, CC1 crystallises from
a CCl4/CHCl3 mixture as 2(CC1)$10(CCl4) in the cubic space group, F23. In this
structure, ordered CCl4 molecules were found in the cage cavities, with the Cl
atoms pointing toward the four tetrahedrally-arranged cage windows (Fig. S2 and
S3†). 2(CC1)$10(CCl4) was formed by layering CCl4 onto a solution of CC1 dis-
solved in CHCl3, yet the rened crystal structure indicates that only CCl4 crys-
tallised with CC1, and not CHCl3, which was also conrmed by 1H NMR (Fig. S4†).
In the published crystal structure of CC1$2.5(DCM) (R3), the dichloromethane
(DCM) molecules were poorly resolved.22 By repeating this crystallisation, we were
able to isolate better quality crystals and the new structure was rened as 2(CC1)$
7.75(DCM). There was still some disorder evident in 2(CC1)$7.75(DCM), but it was
possible to accurately determine solvent positions and occupancies (Fig. S5†).
Interestingly, the crystal structures obtained from these three chlorinated
solvents (CHCl3, CCl4, and DCM) are all quite different (Fig. 1b–d), despite the
relatively weak interactions between the solvents and the cage molecules.

In CC1$2.5(EtOAc) (C2/c), one EtOAc molecule was located in the CC1 cavity
with additional disordered EtOAc molecules being found throughout the narrow
1-D channel along the b-axis.28 In 2(CC1)$7(1,4-dioxane) (P21/c), 1,4-dioxane sits in
the window of two adjacent cage molecules and directs CC1 to pack window-to-
window. Extrinsic pockets also exist between CC1 molecules lled with two 1,4-
dioxane molecules.23,28

By using anti-solvent vapour diffusion crystallisations with ortho-xylene (oX)
and para-xylene (pX), we isolated three additional solvatomorphs with different
CC1 crystal structures: CC1$DCM$oX (P212121); CC1$CHCl3$2(oX) (P21/n); and
CC1$1.47(pX) (P21) (Fig. 1). CC1$CHCl3$2(oX) was obtained from a mixture of
chloroform and oX, crystallising in the form of thin needles (Fig. S6†). In this
structure, CHCl3 occupies the cage centres and oX occupies the interstitial spaces
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 211, 383–399 | 389
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between the cage molecules to form extended, solvent-lled 1-D channels along
the crystallographic a-axis. When DCM and oX were used, CC1$DCM$oX was
obtained (Fig. S7†). As with the CHCl3 analogue, the chlorinated solvent is in the
cage centre. In this case, oX is in 1-D channels along the crystallographic b-axis
and the resultant packing motif of CC1 is very different. In CC1$DCM$oX, the
channels are formed by arrangement of 6 CC1 molecules such that the oX sits in
a relatively large hexagonal-shaped channel (Fig. 1h). By contrast, in
CC1$CHCl3$oX, the oX molecules sit in smaller channels surrounded by just 4
cages (Fig. 1g). This leads to a different CC1 : solvent ratio; in both cases, there is
one chlorinated solvent molecule per cage, but in the CHCl3$oX solvate, there are
two oX molecules per cage, while in the DCM$oX solvate there is only one. We
were unable to obtain suitable single crystals for the pX solvate of CC1,
CC1$1.47(pX), but its structure was solved by powder X-ray diffraction (PXRD) in
the monoclinic space group, P21 (Fig. S8 and S9†). There are no solvent-lled
channels between cages in this solvatomorph (Fig. 1i); instead, the pX solvent
sits inside the cage cavity and also in the interstitial voids, pointing into the cage
window. The intrinsic site is partially occupied, with an occupancy of less than
50% in contrast to the extrinsic window site, which shows full occupancy. The
total number of pX guests per cage is 1.471(2).
Crystal structure prediction

For many of the chiral organic cages that we have studied previously, we predicted
a large energy gap between the global lattice energy minimum and the bulk of the
predicted structures;12,13,42 for example, this energy gap is 26 kJ mol�1 for CC3-R.
In comparison, for this structurally related cage, CC1, we predicted a lattice
energy surface with no large energy gaps between structures (Fig. 3). Less dense
structures on the CC1 landscape exhibit, in general, higher relative lattice ener-
gies, reecting the energetic cost of void space in the crystal structure. The shapes
and sizes of the extrinsic voids in each of the predicted structures are different,
but it is non-trivial to determine what effect different crystallisation solvents will
have on the energies of these structures. Therefore, it is not possible to simply
determine which crystal packing will be formed from a given crystallisation
solvent system using the CSP results for CC1 alone.

The two unsolvated experimental polymorphs, CC1-a0 and CC1-b0, are both
present in the predicted set of structures, 6.3 and 6.2 kJ mol�1 above the global
minimum in the energy landscape, respectively, which is within the usual ener-
getic range of polymorphism43 in organic molecular crystals. For comparison, we
calculated lattice energies of the various experimental solvates (Fig. 1) aer arti-
cial removal of the lattice solvent and subsequent lattice energy minimisation.
All of these ‘articial desolvates’ are located on the CSP landscape. The resulting
structures are plotted on the CSP crystal energy landscape (Fig. 3, unlled col-
oured circles). These results conrm that all 7 of the experimental solvate pack-
ings for CC1 can be located using CSP methods without including solvent
molecules in the calculation. In the case of the high-energy Form II structure, the
CC1 framework was only found aer additional sampling in the observed space
group (C2/c, Z0 ¼ 1); this is a particularly high energy structure (53.8 kJ mol�1

above the global minimum) and there are many local minima at such high
energies, making the location of all local minima very challenging.
390 | Faraday Discuss., 2018, 211, 383–399 This journal is © The Royal Society of Chemistry 2018
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Fig. 3 CSP energy landscape for CC1 (grey points) also showing the calculated lattice
energies of the desolvated structures (Forms I–VIII, unfilled circles) and after solvent
stabilisation (filled circles). Each solvent-filled structure is represented by the lowest
energy configuration from the Monte Carlo sampling. The experimentally determined
a0 and b0 polymorphs are shown as squares.
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The signicant challenge, then, is to identify which of the many predicted
structures will be stabilised by which solvent or solvent mixture. The rst step,
tackled here, is to understand the relevant energetics: that is, the energy range on
the CSP landscape where solvates are found and the energetic stabilisation that
arises from the inclusion of solvent molecules. The calculated lattice energies for
the articially desolvated CC1 structures range from 12.6 to 56.7 kJ mol�1 above
the global lattice energy minimum – that is, the lowest energy solvent-free crystal
packing predicted for CC1 (Fig. 3). Some of these solvate frameworks are therefore
much higher in energy than typical organic polymorphs; hence, these packing
arrangements of CC1 are only observed because of the energetic inuence of
solvent templating.

Solvent stabilisation for observed solvatomorphs

We rst investigated the solvent stabilisation energies for the experimentally-
observed solvatomorphs by inserting the relevant solvent into the respective
solvent-free structure on the CSP energy landscape. To do this, a Monte Carlo
procedure was used to insert solvent into the CSP predicted matches to each
known CC1 solvate structure at a range of solvent : CC1 loadings.
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 211, 383–399 | 391
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The sampling performed in the Monte Carlo approach is important in evalu-
ating the solvent stabilisation energies because of the strong dependence of the
energy on the positions and orientations of the solvent molecules in the CC1
framework. Fig. 4 shows the range of energies for the sampled congurations of
DCM in Form I at all sampled solvent loadings (all sampled congurations of each
solvent system are also shown in Fig. S11†). At N¼ 4, where the CC1 framework is
fully solvated, the different solvent congurations produced by the Monte Carlo
sampling cover a range of approximately 40 kJ mol�1 and only a few of these are
close in energy to the lowest energy conguration.

To evaluate the energetic stabilisation, we assume ordered solvent in the
voids of the CC1 structures and, so, we take the most stable calculated solvent
arrangement in each of the host CC1 frameworks Forms I–VII. We nd that all
the structures are stabilised signicantly by solvent inclusion in their voids; this
stabilisation is calculated to be 29.4–133.8 kJ mol�1 for the various solvates.
Importantly, these large stabilisation energies lower the lattice energy of the
known solvates below the hypothetical CSP global minimum energy structure
on the crystal energy landscape (Fig. 3). This demonstrates that the solvated
CC1 structures are more stable than the unsolvated CSP global minimum and
rationalises why the observed solvated structures of CC1 are formed from
organic solvents in preference to the lowest energy possible packing of pure
CC1. The extent of the calculated solvent stabilisation with respect to the CSP
global minimum ranges from 13.3 (Form VIII, pX) to 77.1 (Form III,
CCl4) kJ mol�1.
Fig. 4 Box plot of the energies of solvated structures of DCM in CC1 Form I at a range of
solvent loadings (CC1 : DCM ¼ 1 : N, N ¼ 1–4). Red lines indicate the median energy
across the set of configurations for each value of N. The upper and lower limits of the box
indicate the 1st and 3rd quartiles. The whiskers show the range of the calculated energies
within 1.5� the interquartile range of the box limits and outliers are denoted by a cross.
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Table 1 Observed (Nobserved) and calculated (Npredicted) solvent loadings (CC1 : solvent,
1 : N) of the known solvatomorphs of CC1

Solvent Nobserved Npredicted

Form I DCM 3.88 4
Form II CHCl3 5.66 5
Form III CCl4 5 5
Form IV EtOAc 2.5 2
Form V 1,4-Dioxane 3.5 3
Form VI CHCl3$oX 1 : 1 1 : 1
Form VII DCM$oX 1 : 2 1 : 2
Form VIII pX 1.47 1
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The data in Fig. 4 also show how the CC1 solvate system lowers its energy
quickly as the rst solvent molecules are added, but then starts to level off,
approaching a minimum in stabilisation energy as more solvent is added (for
DCM in Form I, around N ¼ 3 and 4). Beyond N ¼ 4, any further addition of DCM
completely disrupts the CC1 Form I framework structure. For each solvatomorph,
we predict the solvent loading as the composition with the lowest energy before
the CC1 arrangement is disrupted.

For the most stabilised solvent structures, the Monte Carlo predicted solvent
loading agrees remarkably well with the experimental composition (Table 1). For
all cage-solvent pairings, the predicted ratio of CC1 to solvent is within 1 of the
experimental value, which represents the closest possible agreement, given the
use of integer sampling ratios used in the computational work. This suggests that
it is possible to predict, a priori, the most stable solvation level for a given solvent
within a predicted structure on a CSP landscape.
Preferential solvent stabilisation between CC1 frameworks

While the results summarised in Fig. 3 demonstrate that all the solvates tested are
indeed predicted to be more stable than the desolvated CSP global minimum
structure, they do not answer a key question: is the observed experimental sol-
vatomorph the most stable structure for that specic solvent?

To assess the predictive potential of our methods, we considered the ve
solvents DCM, CHCl3, CCl4, EtOAc and 1,4-dioxane, using the Monte Carlo
procedure to insert each solvent into each of the articially desolvated CC1 Forms
I–V, as well as the CSP global minimum structure (CSP min). The solvated lattice
energies were then calculated for themost stable loading of each solvent into each
solvate framework (Table 2).

First, these results clearly rationalise why the CSP global lattice energy minimum
structure is not observed from crystallisation in the presence of any of these ve
solvents. The global minimum structure from the CSP landscape can accommodate
each of the solvents studied here, and it is energetically stabilised by most solvents
(nal row, Table 2), apart from oX and pX, where the lattice energy is increased
relative to the neat, solvent-free CC1 structure (Table S8†). However, for all the
solvents tested, there is always at least one competing solvate, including the exper-
imentally observed solvate in each case, that is more stable (Tables 2, S8 and S9†); as
such, the global minimum predicted structure is never predicted to be favoured.
This journal is © The Royal Society of Chemistry 2018 Faraday Discuss., 2018, 211, 383–399 | 393
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Table 2 Comparison of the ELatt (kJ mol�1) for a selection of different solvatedCC1 crystal
packing arrangement (Forms I–V) combinations

a Green highlighting indicates that the experimentally determined solvent is the most
stabilising; yellow indicates that another solvent is more stabilising. b N/A denotes
structures into which solvent could not be inserted without signicantly distorting the
CC1 packing (see ESI).
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For the three chlorinated solvents, DCM, CHCl3, and CCl4, we found excellent
agreement between prediction and experiment; for each solvent, the observed
solvate structure is the most stable of the CC1 structures aer computational
solvation (Table 2, green highlighted values).

For EtOAc, we nd that Form I and Form IV (the observed EtOAc sol-
vatomorph) are effectively equi-energetic, with Form I being slightly more stable
by 0.4 kJ mol�1. EtOAc is the largest andmost exible of the solvents tested in this
cross comparison and it is possible that the rigid-molecule approach used in our
calculations performs less well in terms of distinguishing the observed solvate
structure than for essentially rigid solvent molecules (i.e., DCM, CHCl3, and CCl4).
Nonetheless, from these calculations, one might predict that EtOAc would lead to
either Form I or Form IV, the latter of which is observed by experiment.

In the case of the 1,4-dioxane solvate, we found that none of the four alter-
native solvents could solvate the CC1 framework of the observed structure
(Form V); for each of DCM, CHCl3, CCl4 and EtOAc, solvent insertion leads to
a rearrangement of the Form V CC1 framework. The observed packing, in which
1,4-dioxane lies at between the cages, cannot be replicated by the other solvents.
The fact that no other solvent can form this solvated crystal structure agrees well
with experiment – in a previous study,23 more than 40 other solvents were trialled
in the laboratory, but none was found to direct the CC1 window-to-window
packing observed in the 1,4-dioxane solvate, Form V. Comparing the inclusion
of 1,4-dioxane within the set of CC1 frameworks (column 5; Table 2), we nd that
1,4-dioxane forms a more stable solvate in the Form IV CC1 arrangement than the
observed Form V. This is due to a failure of theMonte Carlo sampling to locate the
most stable conguration of 1,4-dioxane within Form V; by calculating the lattice
energy using the positions of 1,4-dioxane from the experimentally determined
crystal structure, we obtain an energy for the Form V 1,4-dioxane solvate of
�241.9 kJ mol�1. This conguration is 28.7 kJ mol�1 more stable than the most
stable conguration determined by our solvent insertion methodology and it
394 | Faraday Discuss., 2018, 211, 383–399 This journal is © The Royal Society of Chemistry 2018
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renders Form V the lowest energy of the tested pairings between 1,4-dioxane
solvent and the CC1 host frameworks. This 1,4-dioxane result shows that the
solvent lling approach could be successful, but illustrates that further devel-
opments in solvent conguration sampling methods are needed to make these
methods more robust in the future.

Solvent insertion into predicted crystal structures shows good results in terms
of qualitatively identifying those crystal structures in a CSP landscape that can be
solvent stabilised and assessing the preferential solvent stabilisation between
possible host frameworks. One aspect that we are as yet unable to address with
the current method is the possibility of structural transformations that can occur
upon desolvation of a solvated crystal structure. For example, desolvation of
CC1$2.5(EtOAc) to afford CC1-a0 results in a 10% contraction of the unit cell
volume and a transformation of the space group from C2/c to P21/c.22 Articial, in
silico desolvation and lattice energy minimisation of the experimental
CC1$2.5(EtOAc) solvate leads to a polymorph which is 6.3 kJ mol�1 higher on the
CSP landscape than the experimentally determined structure. Likewise, the DCM
solvate, 2(CC1)$7.75(DCM), transforms during desolvation which results in
a change from 2 to 1 molecule in the asymmetric unit (Z0 ¼ 2 / Z0 ¼ 1), which is
related to a conformational change in one of the CC1 molecules.22

Comparison with thermogravimetric analysis

To further validate the results of our computational methods, we compared the
magnitudes of the calculated solvent stabilisation energies with an experimen-
tally determined measure of the solvate stability. Specically, we assessed the
thermal stability of each single solvate by measuring the difference (Tonset � Tbp)
by thermogravimetric analysis (TGA), where Tonset and Tbp are the temperatures
Fig. 5 Correlation between (Tonset � Tbp) and the calculated solvent stabilisation energy
for the observedCC1 solvates. The blue squares show the lowest energies calculated from
the Monte Carlo simulations. The calculated stabilisation energy from the lattice energy
minimised experimental structure of the 1,4-dioxane solvate is also shown as a blue star.
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that mark the onset of guest release and the boiling point of the guest solvent,
respectively (Table S10 and Fig. S15†). This quantity, (Tonset � Tbp), has been used
previously to probe thermal stability of host-guest systems, including
clathrates.44,45

A broad correlation is observed between (Tonset � Tbp) and the calculated
solvent stabilisation energies (Fig. 5). TGA shows that 2(CC1)$10(CCl4) is by far
the most thermally stable of the CC1 solvates (Tonset � Tbp ¼ 60 �C) and this
solvate also has the largest calculated stabilisation energy (�133.8 kJ mol�1). This
encouraging comparison extends to all three chlorinated solvents and EtOAc,
where the stability orders based on TGA and the computational results are the
same. The 1,4-dioxane solvate also ts this correlation, particularly when we use
the energy calculated using the experimentally-determined solvent position
within the Form V CC1 framework (blue star in Fig. 5), rather than the Monte
Carlo minimum energy solvent conguration.

Conclusions

In summary, we have shown how a Monte Carlo solvent insertion procedure can
be used to rationalise the stabilities of the different solvated crystal structures of
a highly solvatomorphic porous organic cage, CC1. All the observed solvated
structures, with eight different crystal packing motifs, are stabilised signicantly
with respect to their corresponding desolvated CC1 framework by up to
133.8 kJ mol�1. As a result, the observed solvates are calculated to be more
energetically stable than the lowest energy CC1 crystal structure calculated using
crystal structure prediction methods. Thus, we rationalise why these relatively
high energy CC1 crystal packing arrangements are observed, rather than the
predicted global minimum, when this molecule is crystallised from solvent. This
presents a challenge for CSP by demonstrating that experimentally relevant
crystal structures can occupy high energy regions on the landscape, so that crystal
structure search algorithms should have the capability to provide complete
structure sets, even high above the global lattice energy minimum.

This computational approach is also shown to have promise in predicting the
preferential stabilisation that different solvents provide to different porous crystal
structures: for example, the calculations explain why three structurally-similar
chlorinated solvents force CC1 to adopt three different solvated crystal packing
motifs. In each case, the solvated structure is most stable in the correct experi-
mental packing motif and that packing motif is stabilised the most by the solvent
from which it is crystallised.

These calculations could be used in a predictive sense by solvating the crystal
structures produced by CSP with a range of solvents to identify a solvent that
might be used to preferentially stabilise a targeted porous packing arrangement.
Such an approach would benet from amore efficient global optimiser to nd the
lowest energy solvent conguration within each framework, especially given the
failure in this work to locate the most favourable 1,4-dioxane conguration within
the Form V structure. The assumption of ordered solvent within porous crystal
structures should also be relaxed in future developments of the method; where
multiple, energetically similar solvent congurations are possible, the solvent is
likely to be disordered and the related entropic stabilisation should be consid-
ered. If the target is to desolvate the resulting structure to create a porous
396 | Faraday Discuss., 2018, 211, 383–399 This journal is © The Royal Society of Chemistry 2018
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material, the methods should also be developed to assess the possible changes in
the crystal packing motif that may occur upon desolvation, as seen in the
conversion of CC1-a to CC1-a0.22

We hope that this study will motivate further development in these methods,
which could have an important impact on the in silico prediction of solvated
structures and, hence, the a priori design of new porous molecular crystals.
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