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gue in layered perovskites from
self-energy corrected density functional theory

Kan-Hao Xue,ab Leonardo R. C. Fonsecac and Xiang-Shui Miao *ab

We employed self-energy corrected density functional theory (GGA-1/2) to investigate the band alignment

between platinum and the layered perovskite Aurivillius ferroelectrics SrBi2Ta2O9 (SBT), Bi4Ti3O12 (BIT), and

La-substituted BIT (BLT). The original GGA-1/2 method was found to not give satisfactory band gaps for

these layered materials, despite yielding substantially better band gaps than GGA. We show that in such

layered materials the cutoff radius for the self-energy potential in GGA-1/2 is strongly inhomogeneous

across layers, therefore requiring different cutoff radii assigned to oxygen anions located in bismuth

oxide layers and in pseudo-perovskite layers. After a 2D optimization of the oxygen cutoff radii, the

calculated band gaps for these materials were found within 0.3 eV of experimental values. Next, we

developed stoichiometric interface models for Pt/SBT and Pt/BIT, assuming platinum was connected to

bismuth oxide layers as suggested by experiments. The calculated Schottky (hole) barriers for abrupt

interfaces are 1.58 eV (2.50 eV) and 2.06 eV (1.41 eV) for SBT and BIT, respectively. For Pt(Bi) alloyed

interfaces, where according to experiments some Bi diffuses inside the metal, we calculated a downshift

of the Fermi level, lowering the barrier for holes. Because the barrier height for holes is lower in Pt/BIT

than in Pt/SBT, a higher space-charge-limited-conduction hole current is expected to leak through

metal alloyed Pt(Bi)/BIT/Pt(Bi) capacitors than to the corresponding SBT capacitors. Finally, replacing

some Bi in the pseudo-perovskite layers with La significantly increased the barrier for holes. Based on

the results above, we propose a phenomenological model for ferroelectric fatigue in Pt/BIT/Pt, whereby

the formation of a non-ferroelectric Bi-deficient phase is the main reason for fatigue, which is

accelerated by the lowered barrier for holes promoting the accumulation of Bi vacancies. The fatigue-

free nature of Pt/SBT/Pt and Pt/BLT/Pt, on the other hand, stems from large barriers for both electrons

and holes, which prevent the neutralization and further accumulation of charged defects. Our

conclusions are consistent with the available experimental data.
1. Introduction

Ferroelectric random access memory1 (FeRAM), as a novel non-
volatile semiconductor memory, has been successfully applied to
smart IC cards and other embedded applications for decades. Two
of its greatest challenges are ferroelectric fatigue2 and dielectric
breakdown during polarization cycling,3,4 both of which jeopardize
device reliability. Traditional FeRAM materials involve Pb- and Bi-
containing perovskites5 and layered perovskites.6 Some Bi-
containing Aurivillius-phase ferroelectrics such as SrBi2Ta2O9

(SBT) and Bi4�xLaxTi3O12 (BLT with x ¼ 0.75, typically) are pref-
erable since they are fatigue-free on top of conventional platinum
electrodes.7,8 Initially the origin of such fatigue-free properties was
attributed to SBT's [Bi2O2]

2+ (BOL) layers, which are supposedly
on, Huazhong University of Science and
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able to adjust their net space charge location in abeyance to the
electro-neutral requirement.7 This explanation fails for Bi4Ti3O12

(BIT), another Aurivillius-phase ferroelectric with BOL layers,
which reaches ferroelectric fatigue aer�109 polarization cycles.3,9

Park et al. discovered that aer substituting some La cations for
the Bi cations within the pseudo-perovskite layers (PPLs) of BIT,
the resulting BLT becomes fatigue-free on platinum electrodes.8

This is indeed a surprising discovery, explained with the argument
that La substitution can stabilize the oxygen anions within the
PPL. This explanation, however, was recently challenged by rst-
principles calculations,10 which revealed that La substitution
only leads to a slight increase in the formation energy of neutral
oxygen vacancies and cannot suppress the formation of the more
probable +2 charged oxygen vacancies. Other explanations for the
fatigue-free characteristic of BLT involve interface mechanisms11

and the formation of the anti-phase boundary.12 The exact reason
why La substitution makes BIT fatigue-free is still far from settled.

The recent discovery of ferroelectricity in HfO2 (ref. 13) has
greatly enhanced the application potential of FeRAM and
nonvolatile ferroelectric eld effect transistors (FeFET) at the
This journal is © The Royal Society of Chemistry 2017
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Fig. 1 Schematic illustration of the atomistic models of three repre-
sentative Aurivillius phase Bi-layered compounds in their high-
symmetry tetragonal phases: (a) Bi2WO6 withm ¼ 1, in its hypothetical
tetragonal phase; (b) SrBi2Ta2O9 withm¼ 2, in its paraelectric I4/mmm
phase; (c) Bi4Ti3O12 with m ¼ 3, in its paraelectric I4/mmm phase.
Along the c-axis, there are m layers of metal–oxygen octahedra, each
constituting a pseudo-perovskite layer (PPL), which are sandwiched
between [Bi2O2]

2+ layers (BOLs).
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nanometer scale;14 nevertheless, ferroelectric Hf0.5Zr0.5O2 and
other doped ferroelectric HfO2 compounds still suffer from
ferroelectric fatigue4 as well as dielectric breakdown problems.15

Since the only family of “intrinsic” fatigue-free ferroelectrics are
some of the Bi-based Aurivillius phase layered perovskites,
a clear explanation for the origin of fatigue in these materials
and how they become fatigue-free is still crucial for rationally
addressing relevant problems in old and new ferroelectric
materials. In particular, explaining the differences among SBT,
BIT and BLT lies at the heart of this technology.

Based on the knowledge that La substitution cannot simply
suppress the oxygen vacancy formation, in the present work we
focus on the different interfacial properties between Pt and SBT,
BIT and BLT, as the oxide interfaces are known to play a key role
in the device performance.16,17 The measured Schottky barrier
(SB) for Pt/SBT is between 0.8 and 1.29 eV,18–20while for the Pt/BIT
interface, we could not nd an experimental value for SB in the
literature. Liu et al. calculated the SB between Pt and BIT using
empirical methods and found 1.2 eV,21 which is similar to SBT.
Given that Pt/SBT and Pt/BIT possess similar SBs, it is then
difficult to explain their great difference in leakage currents in
terms of interface-limited mechanisms. Typical values for DC
leakage current density in Pt/SBT/Pt and Pt/BIT/Pt capacitors are
10�7 A cm�2 and 10�5 A cm�2 under a 300 kV cm�1 bias,
respectively.22,23 Moreover, the measured extraordinarily high
leakage current through the Pt/BIT interface is far beyond the
expected Schottky emission current based on a 1.2 eV barrier. Liu
et al. thus ascribed the leakage current of Pt/BIT/Pt capacitors to
bulk-limited leakage phenomena.21 Nevertheless, the authors
failed to explain why carriers can overcome such a high barrier to
lead to space-charge-limited-conduction (SCLC). In particular,
the possible role of Pt alloy formation has rarely been discussed
in previous theoretical works on BIT, though Pt alloys are well-
known to serve as catalysts in fuel cells and other systems.24

To examine the possible role of ferroelectric/electrode inter-
faces on the leakage mechanism, ab initio calculations without
empirical parameters are highly desired. In addition, to predict
SBs numerically, it is necessary to perform accurate calculations
of band gaps and band alignments for these complex Aurivillius-
phase materials (typical examples are shown in Fig. 1) forming
interfaces with metals, a task that oen involves models
comprising over 200 atoms. Standard density functional theory
(DFT) calculation within the local density approximation (LDA)
or generalized gradient approximation (GGA) normally yields
substantially lower band gaps for semiconductors, limiting
metal/semiconductor band offset calculations to the valence
band offset only (hole barrier –HB), while the SB is inferred from
the semiconductor experimental band gap.25 On the other hand,
typical state-of-the-art methods such as the GW approximation26

and hybrid functionals27 can only handle supercells with
a limited number of atoms. While hybrid functionals have been
proven quite successful in studying defects in bulk solids,28,29

their numerical load is too high tomodel an interface between Pt
and a complex Aurivillius-phasematerial. LDA+U30 is numerically
efficient, but was originally designed for strongly correlated
electron systems such as late 3d transition metal oxides. The
application of LDA+U to Ti 3d orbitals in TiO2 does not yield an
This journal is © The Royal Society of Chemistry 2017
accurate band gap unless another Up parameter is also used in
correspondence to O 2p orbitals.31 This suggests that LDA+U may
be not suitable for column IV, V, or VI transitionmetals such as Ti,
Ta, Nb, Mo and W, where strong electron correlation is not
present. Hence, we shall rst describe a new self-energy correction
scheme (named GGA-1/2 (ref. 32)) within the ab initio framework
that is computationally as efficient as LDA and GGA. Notwith-
standing its many successes in accurately and efficiently predict-
ing band gaps, we show that for layered materials, GGA-1/2 is
improved, compared to GGA, but not enough in comparison to
experimental data. Here, we identify the origin of the problem and
propose a solution, and then utilize the improved scheme to
investigate the band offsets between Pt and SBT, BIT and BLT.

This work is organized as follows: in Section 2, we describe
GGA-1/2 and propose a new approach that is successful in the
prediction of band gaps of several layered materials. In Section
3, we propose experiment-inspired interface models for the Pt/
ferroelectric interfaces and correlate our calculated SBs ob-
tained for several interface stoichiometries to experimental
data. Based on the results of Section 3, in Section 4, we propose
a general mechanism for fatigue in the materials considered.
2. Computational method
2.1 The GGA-1/2 method

For regular semiconductors without strong electron correlation
effects, Ferreira et al. expanded the half occupation technique of
Slater to modern DFT, and proposed the so-called LDA-1/2 and
GGA-1/2 methods for solids.32,33 Unlike GGA+U, GGA-1/2 (here
we only employ GGA-1/2, since LDA-1/2 yields similar results) is
parameter-free and results in accurate band gap values for many
RSC Adv., 2017, 7, 21856–21868 | 21857
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elementary and binary semiconductors, such as Si and III–V
compounds.34 Additionally, the computational load of GGA-1/2
is comparable to GGA. The method corrects the electron self-
energy resulting from its interaction with the surrounding
hole created by the repulsion of the electron cloud, a spurious
consequence of the mean eld approximation adopted in DFT.
Despite extensive and successful tests in elementary and binary
semiconductors and insulators, to our best knowledge, this
method has never been tested for layered materials.

In GGA-1/2, the self-energy correction for holes is applied to
all anions in ionic semiconductors. In practice, the self-energy
potential is obtained from the difference of atomic potentials
between an isolated neutral atom and its ion with 1/2 electron
stripped, which is then added to the pseudopotential of the
corresponding atom (i.e., the anion) in periodic solid state
calculations. The self-energy potential derived from atomic
calculation is long-range in nature, but in solids it must be local
in order to only correct the desired anion. Hence, a cutoff radius
rcut is introduced in solid state calculations, which results in the
trimmed self-energy potential Vs

Vs ¼ V 0
s QðrÞ ¼

8><
>:

V 0
s

"
1�

�
r

rcut

�8
#3

; r# rcut

0; r. rcut

(1)

where V0s is the unscreened atomic self-energy potential, Q is
a step function, and rcut is obtained variationally upon maxi-
mizing the band gap of the corresponding bulk oxide.32 As such,
rcut is not a tting parameter. Once the proper rcut is obtained,
the corresponding self-energy potential added to the atomic
pseudopotential is transferred to the (usually larger) models
under investigation, which in our case are interfaces.

While the atomic pseudopotential is obtained for isolated
atoms, making it transferable, the self-energy potential is strongly
dependent on the materials. Indeed, the optimal rcut for a given
species may vary from material to material. This must be the case
since the hole localization in space depends on the charge distri-
bution in the solid, in addition to the natural affinity for electrons
of isolated atoms. This is not a drawback of the method, since the
optimization of rcut is a straightforward calculation.
Table 1 Comparison of theoretical and experimental band gaps for
rutile TiO2 and several titanates, together with a comparative NaBiO3

example. In GGA-1/2, only one cutoff radius was used for all oxygen
atoms in the structure, following the usual method

Material Phase

Band gap (eV)
O cutoff
radius (bohr)

Experimental
band gap (eV)GGA GGA-1/2

TiO2 P42/mnm 1.86 3.14 2.7 3.0 (ref. 44)
CaTiO3 Pbnm 2.40 3.79 2.7 3.57 (ref. 45)
SrTiO3 Pm3m 1.90 3.40 2.7 3.25 (ref. 46)
BaTiO3 P4mm 1.85 3.29 2.9 3.27 (ref. 47)
Bi4Ti3O12 B1a1 2.41 2.95 1.9 3.04 (ref. 41)

3.08 (ref. 42)
3.64
(thin lm)43

NaBiO3 R�3 1.28 2.30 2.9 2.36 (ref. 48)
2.2 Failure of GGA-1/2 for layered materials

Before correcting the band gaps with GGA-1/2, the structural
parameters of all materials considered in this work were ob-
tained with regular DFT, as implemented in the plane-wave-
based Vienna Ab Initio Simulation Package (VASP).35,36 We
employed projector augmented-wave pseudopotentials37,38 and
a plane-wave basis set with 500 eV cutoff energy. The electrons
considered as the valence for some key elements are as follows:
5p, 5d and 6s for Pt; 4s, 4p and 5s for Sr; 6s and 6p for Bi; 3s, 3p,
3d and 4s for Ti; 4s, 4p, 4d and 5s for Nb; 5s, 5p, 5d and 6s for
Ta; 5s, 5p, 5d and 6s forW; 5s, 5p, 5d and 6s for La; 2s and 2p for
O. GGA was used for the exchange–correlation energy, within
the Perdew–Burke–Ernzerhof39 (PBE) functional. All lattice
parameters were xed to experimental values (listed in the
Appendix), while the atomic positions were relaxed until the
21858 | RSC Adv., 2017, 7, 21856–21868
residual forces were less than 0.02 eV Å�1. Once the structures
were fully optimized, Vs was introduced in the relevant pseu-
dopotentials and the calculation was repeated until self-
consistency was achieved, without further relaxation of atomic
positions.

We applied the GGA-1/2 method to several titanates listed in
Table 1 in order to verify the effectiveness of the self-energy
correction, and then considered in more detail the special
case of the Bi-containing titanate Bi4Ti3O12 (BIT). From CaTiO3

to BaTiO3, the GGA-1/2 band gaps are slightly larger, but quite
close to experimental values (disagreement smaller than 0.3 eV),
with the optimized cutoff radii at around 2.7 bohr, which is also
the optimal cutoff value for rutile TiO2.

In the case of BIT, we considered its ferroelectric B1a1 phase,
where the GGA-optimized structure is illustrated in Fig. 2(a).
The non-standard B1a1 space group does not really correspond
to a base-centered monoclinic structure. Rather, it can be
reduced to a simpler monoclinic P1n1 primitive cell as indi-
cated in Fig. 2(b) and (c). Since by chance the b angle of B1a1-
BIT is 90�,40 the unit vector lengths along a0 and c0 axes are equal
in the P1n1 primitive cell. Employing the latter, the calculated
GGA-1/2 band gap for BIT is 2.95 eV, which is larger than the
GGA band gap of 2.41 eV (Fig. 3(b)), but smaller than the values
ranging between 3.04 eV and 3.64 eV (ref. 41–43) obtained
experimentally. Note that the experimental values of 3.04 eV
(ref. 41) and 3.08 eV (ref. 42) were obtained from bulk BIT,
where the likely presence of defects created under their growth
conditions and the nite temperature during data acquisition
could yield a slightly reduced band gap. On the other hand, the
3.64 eV band gap43 was measured from BIT thin lms, which
tend to produce larger band gaps than bulk. Hence, a reason-
able DFT band gap for BIT should lie between 3.04 eV and
3.64 eV. In addition, our GGA-1/2 calculation yields a direct G-to-
G band gap (see Fig. 3(c)), whilst in the experiments BIT has an
indirect band gap.41 Last but not least, the optimal cutoff radius
for oxygen in BIT is only 1.9 bohr, considerably smaller than the
previous three materials calculated (see Table 1).

The surprisingly small cutoff radius for oxygen offers some
clues on why the band gap of BIT is underestimated by GGA-1/2.
This journal is © The Royal Society of Chemistry 2017

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/C7RA01650F


Fig. 2 Transformation of the (a) crystallographic B1a1 unit cell of BIT
to (b) its P1n1 primitive cell suitable for electronic band structure
calculation, with the old and new lattice vectors compared in (c). For
the primitive cell, O anions in the PPL are marked as O1 (red), while the
O anions in the BOL are marked as O2 (yellow).
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Using an overall oxygen cutoff radius of only 1.9 bohr, it is
possible that the O self-energy potential has been trimmed
articially short, due to the different binding environments in
the two layers, with O forming more ionic bonds in the PPL and
more covalent bonds in the BOL. To answer this question, we
used GGA-1/2 to calculate the band gap of NaBiO3, which
involves Na+ dispersed in between BOLs. This example is rele-
vant to our analysis since all of its anions are in the BOL. The
GGA-1/2 calculation yielded a band gap of 2.30 eV for NaBiO3,
close to the experimental value of 2.36 eV. More importantly,
this was achieved using a relatively large cutoff radius for O of
2.9 bohr. Therefore, this result implies that our underestima-
tion of the band gap in BIT stems from a much too low cutoff
radius for O in the BOL.

To remedy this problem, we propose a local optimization
scheme of the self-energy potential cutoff radii. Instead of
using a uniform value for all O anions, we determine two
cutoff radii, one for each group of O anions, here called O1
and O2 for O in the PPL and in the BOL (see Fig. 2(b)),
respectively. This new method for GGA-1/2 is discussed in the
next section.
Fig. 3 BIT band diagrams in its ferroelectric B1a1 phase calculated
with the reduced P1n1 primitive cell: (a) the first Brillouin zone of space
group P1n1 with high symmetry k-points indicated; (b) band diagram
calculated with GGA; (c) band diagram calculated with standard GGA-
1/2 and a uniform cutoff radius of 1.9 bohr for all oxygen atoms; (d)
band diagram calculated with the new GGA-1/2 scheme, where the
cutoff radii for O in the PPL and for O in the BOL are 1.9 bohr and 3.1
bohr, respectively.
2.3 Layered-dependent GGA-1/2

In light of the previous analysis, we re-calculated the band gap
in BIT following the method below:

1. Strip 1/2 electron from the 2p orbital of O1 atoms in the
PPL to generate the self-energy potential. Determine the
optimal cutoff radius variationally. Add the self-energy to the
pseudopotential for O1 as in ref. 32.

2. Keep the O1 modied pseudopotential generated in step 1
xed, then strip 1/2 electron from the 2p orbital of the O2 atoms
in the BOL to generate another self-energy potential. Determine
the cutoff radius variationally. Add the self-energy potential to
the pseudopotential for O2 as in ref. 32.

We emphasize that the procedure above is to optimize the
self-energy potential for each layer, while the atomic pseudo-
potentials remain the same. With the new method, we found
that in BIT rcut is still 1.9 bohr for O1, but it increases to 3.1 bohr
This journal is © The Royal Society of Chemistry 2017
for O2. The resulting band gap for BIT increases to 3.18 eV, as
shown in Fig. 3(d). Not only does this value fall within the range
expected from the data, but the band gap is also indirect, in
agreement with experiment. Our corrected BIT band gap is
superior to the full electron calculation result by Singh et al.59

using the TB-mBJ functional, which yields an indirect 2.88 eV
band gap. The quality of our BIT band gap is also comparable to
the recent hybrid functional (HSE06) result obtained by Lardhi
et al., who calculated a 3.6 eV indirect gap, while their measured
gap was 3.3 eV.60

Following the same method, we calculated the electronic
structures of two other Aurivillius-phase materials, SrBi2Ta2O9

and SrBi2Nb2O9, both withm¼ 2. Their structures are A21am,61,62

which can be reduced to a Cmc21 primitive cell. Despite being
structurally isomorphic, their measured band gaps differ
considerably. As shown in Table 2 and Fig. 4, the new method is
successful in reproducing the data, while GGA and standard
GGA-1/2 both fail. In the two materials the conduction band
minima lie at the G point and the valence bandmaxima are close
to the Y point. For SrBi2Ta2O9 the calculated indirect band gap is
3.84 eV, but the G-to-G direct band gap is very close, 3.87 eV; this
implies that SrBi2Ta2O9 is almost a direct-band-gap insulator. In
the case of SrBi2Nb2O9, the difference between calculated direct
band gap (3.21 eV) and indirect band gap (3.20 eV) is even
smaller. Notice that on using standard GGA-1/2, the band gaps of
SrBi2Ta2O9 and SrBi2Nb2O9 are only 3.40 eV and 2.83 eV,
respectively. It is therefore essential to use the layer-dependent
anion cutoff radii for properly treating these two materials.

For the m ¼ 1 Aurivillius-phase ferroelectric Bi2WO6, we
calculated its band structure using the new GGA-1/2 method
with cutoff radii of 1.5 bohr and 3.2 bohr for O in the PPL and in
the BOL, respectively. As shown in Fig. 5, the calculated band
gap of 2.95 eV is almost in direct alignment with the bottom of
RSC Adv., 2017, 7, 21856–21868 | 21859
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Table 2 Comparison of theoretical and experimental band gaps for several m ¼ 2 and m ¼ 1 Aurivillius-phase materials

Material Phase Method
Cutoff radii
(bohr)

Calculated band
gap (eV)

Experimental
band gap (eV)

SrBi2Ta2O9 A21am GGA 2.60 4 (thin lm)49

GGA-1/2 O 2p-1/2 2.3 3.40 4.1 (thin lm)50

O1 in PPL: 2p-1/2; O2 in BOL: 2p-1/2 O1: 1.9; O2: 3.3 3.84 3.64 (powder)51

SrBi2Nb2O9 A21am GGA 2.32 3.4 (powder)52

GGA-1/2 O 2p-1/2 2.3 2.83 3.43 (ref. 53)
O1 in PPL: 2p-1/2; O2 in BOL: 2p-1/2 O1: 1.9; O2: 3.3 3.20 3.44–3.54

(microcrystalline)54

2.72 (powder)55

3.60 (thin lm)56

Bi2WO6 Pca21 GGA 2.07 2.69 (ref. 57)
GGA-1/2 O 2p-1/2 2.2 2.36 2.7–2.85 (ref. 58)

O1 in PPL: 2p-1/2; O2 in BOL: 2p-1/2 O1: 1.5; O2: 3.2 2.95
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the conduction band lying at G and the top of the valence band
located along the G–Z direction. This band gap is larger than the
reported experimental values.57,58 However, to the best of our
knowledge, all reported band gaps for Bi2WO6 were measured
Fig. 4 (a) The first Brillouin zone of space group Cmc21, with high
symmetry k-points marked; (b) band diagram of SrBi2Ta2O9 in its
ferroelectric A21am phase, calculated with the reduced standard
Cmc21 primitive cell and the new GGA-1/2 scheme, where the cutoff
radii for ionic and covalent oxygen atoms in the PPL and in the BOL are
1.9 bohr and 3.3 bohr, respectively; (c) band diagram of SrBi2Nb2O9 in
its ferroelectric A21am phase, calculated with the reduced standard
Cmc21 primitive cell and the new GGA-1/2 scheme, where the cutoff
radii for O in the PPL and in the BOL are 1.9 bohr and 3.3 bohr,
respectively.

21860 | RSC Adv., 2017, 7, 21856–21868
from bulk samples grown at an intermediate temperature, since
Bi2WO6 has been mainly employed as a photo-catalyst.63 Hence,
it is possible that the true band gap of Bi2WO6 is larger than
2.85 eV, employing a higher synthesis temperature, which could
lower the concentration of defects that may contribute to states
near the band edges.

Among all the Aurivillius-phase compounds considered in
this work, the optimal self-energy potential cutoff radii for O in
the covalent BOL are in the range of 3.1 bohr to 3.3 bohr,
exhibiting strong uniformity. The optimal cutoff radii for O in
the ionic PPL, on the other hand, display much lower values,
ranging between 1.5 bohr and 1.9 bohr.

For the paraelectric I4/mmm phase of SBT and BIT, the new
GGA-1/2 method yields 4.08 eV and 3.45 eV for the band gaps,
respectively, slightly larger than their corresponding ferro-
electric phases. As shown in Fig. 6, in the I4/mmm phase both
materials show a CBM at the G point and a VBM at the X
point. Since the I4/mmm phase is a high temperature phase in
both materials, experimental investigations into their band
structures are rather rare. For the sake of comparison, we
also calculated their band gaps using other exchange–corre-
lation functionals, shown in Table 3. While all GGA func-
tionals predict relatively small band gaps, our GGA-1/2
results are quite close to the predictions of the hybrid func-
tional HSE.
Fig. 5 Band diagram of Bi2WO6 in its ferroelectric Pca21 phase: (a) the
first Brillouin zone of space group Pca21, with high symmetry k-points
marked; (b) band diagram calculated with the new GGA-1/2 scheme,
where the cutoff radii for O in the PPL and in the BOL are 1.5 bohr and
3.2 bohr, respectively.

This journal is © The Royal Society of Chemistry 2017
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Fig. 6 (a) The first Brillouin zone of space group I4/mmm, with high
symmetry k-points marked; (b) band diagram of SrBi2Ta2O9 in the
tetragonal I4/mmm phase, calculated with the new GGA-1/2 scheme;
(c) band diagram of Bi4Ti3O12 in the tetragonal I4/mmm phase,
calculated with the new GGA-1/2 scheme.

Table 3 Calculated band gaps for SBT and BIT in the paraelectric I4/
mmm phase, using different exchange–correlation (XC) functionals

XC/method

Band gap (eV)

SBT BIT

PBE39 2.11 1.48
PBEsol64 2.13 1.40
revPBE65 2.16 1.53
AM05 (ref. 66) 2.07 1.44
HSE06 (ref. 27 and 67) 3.52 3.21
GGA-1/2 4.08 3.45

Fig. 7 Schematic construction of the Pt/SBT and Pt/BIT interfaces
used in our study. Starting from the far left, where Pt(100) is shown
with its calculated lattice parameter (3.968 Å), the formation of the Pt/
SBT interface is described (rotating clockwise), where the Pt(100)
lattice parameter is compressed to the SBT lattice parameter of 3.933
Å. The formation of the Pt/BIT interface is also described (rotating
counter-clockwise), where Pt(100) is compressed to the BIT lattice
parameter of 3.920 Å. The lattice parameters for SBT and BIT in their
I4/mmm phases were obtained from full structural relaxation, rather
than from experimental data.

Paper RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

9 
A

pr
il 

20
17

. D
ow

nl
oa

de
d 

on
 1

1/
26

/2
02

4 
6:

40
:5

1 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
2.4 Pt/SBT and Pt/BIT band alignment

To reproduce as close as possible the available experimental
data, under the size limitation constraint of our ab initio
calculations, we constructed two interface models between Pt
[100] and SBT[001], as well as between Pt[100] and BIT[001],
where in both cases the dielectrics are in the I4/mmm phase. The
lattice mismatch between themetal and the semiconductors are
quite small for this phase (0.34% for Pt/SBT and �2.28% for Pt/
BIT, respectively), similar to the solution adopted by Chon et al.
to t a Pt[100] substrate to epitaxially grown Nd-substituted BIT
along the c-axis.68 The topology and construction scheme of our
interfaces are illustrated in Fig. 7.
This journal is © The Royal Society of Chemistry 2017
Concerning interfaces between Pt and c-axis oriented SBT
and BIT, there are two basic choices for interface congura-
tions: Pt bonded to the PPL and Pt bonded to the BOL. Data
from Auciello et al.69 suggest that Pt binds to the BOL of SBT.
Furthermore, they also suggest that the Pt/SBT interface
consists of an incomplete Bi-decient BOL layer at the dielectric
side and a BiPt alloy at the Pt side of the interface. Fig. 8(a)
shows a model of Pt[100] bonded to a complete BOL layer,
forming an abrupt interface. In this model the interfacial Bi
atom connects to the hollow location of the Pt(100) surface, with
a formation enthalpy of 0.38 J m�2 lower than the model with Bi
lying on top of a Pt atom along the c-axis. Fig. 8(b) shows
a diffuse interface model that captures the basic elements of the
data from Auciello et al., where the top Bi atom has switched
positions with one Pt atom resulting in an incomplete BOL layer
bonded to a BiPt alloy. Because the size of our supercell is
limited by our computational resources, the amount of Bi
incorporation in the metal is likely to be exaggerated in our
model. Nevertheless, the qualitative trends obtained are
signicant as discussed below.

In metal/dielectric interfaces, metal states penetrate the
dielectric, forming the so-called metal induced gap states70

(MIGS), which strongly inuence the electrical properties of the
dielectric near the interface. In Fig. 9(a) and (b), we plot the
layer-decomposed density of states (LDOS) for the two funda-
mental interface models (a) and (c) shown in Fig. 8. In both
cases, the two bottom LDOS correspond to the platinum layers
adjacent to the metallurgic junction. For the upper LDOS, the
RSC Adv., 2017, 7, 21856–21868 | 21861
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Fig. 8 Interface models, with Pt always bonded to the BOL: (a) abrupt Pt/SBT interface model; (b) the left-most Bi atom is located inside the Pt
slab resulting in a diffuse Pt(Bi)/SBT interface model; (c) abrupt Pt/BIT interface model; (d) similar to (b), resulting in a diffuse Pt(Bi)/BIT interface
model; (e) La substitutes some Bi in the PPL forming a diffuse Pt(Bi)/BLT interface model.
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curves and the corresponding atomic layers shaded in red and
blue stand for the BOL and the PPL, respectively. In both cases
the MIGS only penetrate as far as the rst BOL adjacent to the
metallurgic junction, reecting the fact that these dielectrics are
highly effective in screening MIGS. In the central parts of the
dielectrics, the conduction band edges mainly consist of the
states from the PPL, though in the case of SBT the conduction
band edge within the BOL is quite close to that of the PPL. For
both interfaces, the location of the band edges does not vary
deep inside the dielectric, rendering band offset extraction
feasible.
Fig. 9 Local density of states for (a) abrupt Pt/SBT interface model as
in Fig. 8(a); (b) abrupt Pt/BIT interface model as in Fig. 8(c). Each curve
corresponds to a shaded region marked on the right side with the
same background color. The white, red and blue backgrounds stand
for Pt, BOL and PPL, respectively.

21862 | RSC Adv., 2017, 7, 21856–21868
In Fig. 10 and 11 we show the band alignments between the
metal and the ferroelectric materials under investigation, ob-
tained from the planar averaged potential (PAP).71 In this
technique the averaged electronic potential along the atomic
planes is used as a reference energy for the alignment of the
bulk metal Fermi level and the semiconductor bulk band edges.
As shown in Fig. 10(a) and (b), the SBs calculated with GGA and
GGA-1/2 (based on the layered-optimized O cutoff radii) for the
abrupt Pt/SBT interface (Fig. 8(a)), 1.34 eV and 1.58 eV respec-
tively, do not differ very much. However, the HB calculated with
GGA is merely 0.78 eV, while the value obtained with GGA-1/2 is
2.50 eV. GGA-1/2 corrects the band gap by partially removing the
hole self-energy from occupied states in the valence band, thus
more strongly lowering the valence band energy than raising the
conduction band of the dielectric. For the diffuse interface
(Fig. 8(b)), using GGA-1/2 (Fig. 10(c)) we found a much higher
SB, 2.53 eV, and a much-reduced HB, 1.55 eV, compared to the
abrupt interface model. Such strong modulation of the band
alignment is caused by the increased transfer of charge from Pt
to SBT in the model of Fig. 8(b) since O, now in direct contact
with Pt, is more electronegative than Bi.

Next, we consider the interface between Pt[100] and BIT[001],
with Pt bonded to the BOL as in the previous models. An abrupt
interface model is shown in Fig. 8(c), similar to the Pt/SBT
model of Fig. 8(a). The interfacial Bi atom is connected to the
hollow region of the Pt(100) surface, which is lower in formation
enthalpy, about 0.37 J m�2 superior to the case of the Pt–Bi
direct connection along the c-axis. The corresponding band
alignment calculated with GGA-1/2 is shown in Fig. 11(a). In
contrast to SBT, for BIT the HB is smaller than the SB, being
1.41 eV and 2.06 eV, respectively. In the case of a diffuse Pt(Bi)/
BIT interface (Fig. 8(d)), the HB is reduced to merely 0.09 eV as
shown in Fig. 11(b). The HB reduction between the abrupt and
diffuse interfaces follows the same trend obtained for SBT, and
in BIT it is small enough to establish an ohmic contact at the
interface, allowing for SCLC current to ow through the
dielectric.

Finally we consider the case of BLT, which has been shown to
be very effective in minimizing the ferroelectric fatigue problem
of Pt/BIT/Pt capacitors.8 Both experimental evidence72 and
This journal is © The Royal Society of Chemistry 2017
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Fig. 11 Electronic PAP profiles of Pt/BIT and Pt/BLT models, with Pt
bonded to the BOL and calculated with GGA-1/2. Horizontal dashed
and solid lines are as in Fig. 10: (a) abrupt Pt/BIT interface model of
Fig. 8(c); (b) diffuse Pt(Bi)/BIT model of Fig. 8(d); (c) diffuse Pt(Bi)/BLT
model of Fig. 8(e). Insets on the right indicate the location of the band
edges (solid lines) with respect to the Fermi level (dashed line). The
corresponding interface models of Fig. 8 are replicated on top of the
PAP plots for clarity.

Fig. 10 Electronic planar averaged potential (PAP) obtained for the Pt/
SBT models with Pt bonded to the BOL. Horizontal dashed lines
indicate the z-average of the PAP (see text for details) taken far from
the surfaces and interface, while horizontal solid lines indicate the
Fermi level and the band edges: (a) abrupt Pt/SBT interface model of
Fig. 8(a) calculated with GGA; (b) abrupt Pt/SBT interface model of
Fig. 8(a) calculated with GGA-1/2; (c) diffuse Pt(Bi)/SBT interfacemodel
of Fig. 8(b) calculated with GGA-1/2. Insets on the right indicate the
location of the band edges (solid lines) with respect to the Fermi level
(dashed line). The corresponding interface models of Fig. 8 are repli-
cated on top of the PAP plots for clarity.
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calculation results10 suggest that La tends to occupy the Bi site
within the PPL. In Fig. 8(e) we propose a Pt(Bi)/BLT diffuse
interface model with one La atom substituting one Bi atom
within the PPL and Pt bonded to the BOL as in previous models.
Fig. 11(c) shows that its HB sharply increases from 0.09 eV for
Pt(Bi)/BIT to 2.58 eV for Pt(Bi)/BLT, while its SB decreases to
0.90 eV, smaller than the value obtained for Pt(Bi)/BIT, but still
sufficient to avoid strong electron injection into the dielectric.
The impact of La substitution in BIT on the Pt/BIT potential
barrier is similar to Cu2+ substitution in CaTiO3.73
This journal is © The Royal Society of Chemistry 2017
3. Model of ferroelectric fatigue and
dielectric breakdown in BIT

Ferroelectric fatigue is a complex phenomenon, which has inspired
the proposal of several models such as domain wall pinning,74

dead interfacial layer,75 nucleation inhibition,76 dendrite growth,77

and local phase decomposition.78 For comprehensive reviews of
existing models, the reader can refer to the works of Tagantsev
et al.79 and Lou.2 Recently, Lou et al. proposed a universal model
claiming that local phase decomposition caused by strong charge
injection during polarization reversal and formation of a non-
ferroelectric phase is the primary cause of fatigue in PZT.78
RSC Adv., 2017, 7, 21856–21868 | 21863
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Fig. 12 (a) Spatial charge difference between a BIT supercell with
a Bi3+ vacancy and that of a neutral Bi vacancy, where the yellow and
cyan regions stand for positive and negative net charges, respectively;
(b) partial DOS from a relaxed BIT supercell with a Bi3+ vacancy,
showing the narrow energy band occupied by the trapped electrons at
the top of the valence band. The Fermi level is marked by a vertical
solid line.
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Unfortunately, he did not use this model to analyze the fatigue
problem in BIT and the fatigue-free nature in SBT and BLT. Here,
we extend Lou'smodel to BIT, BLT and SBT. Of the three, the only
material showing fatigue in contact with Pt is BIT, while it is also
the only material that forms ohmic contact with Pt in the case of
some unintended BiPt alloy formation as revealed by our calcu-
lations presented in Section 2. The formation of a BiPt alloy layer
near the interface is reasonable since during sample preparation
an excess amount of Bi is usually used to compensate for its loss
in thermal processes,80,81 as well as to suppress non-ferroelectric
pyrochlore phases.9,82,83 In our work, we did not consider the
scenario of isolated Bi vacancies in the ferroelectric or isolated Bi
interstitials in Pt. However, if they are present, only neutral Bi
vacancies or interstitials are expected, since the injection of holes
can neutralize the likely�3 charged Bi defects if the Fermi level is
lower than the defect state. Below, we prove that this is indeed
the case for the Pt(Bi)/BIT interface, allowing for neutral Bi
defects to accumulate during the voltage cycle (see discussion
below) since there is no electrostatic repulsion between them. An
accumulation of Bi vacancies in particular, may lead to a local
phase decomposition when the amount of local Bi in the ferro-
electric drops sharply. On the other hand, for the interfaces
where the Fermi level alignment does not favor de-trapping of
defect charge, the residual �3 charged Bi vacancies do not
accumulate due to strong Coulomb repulsion. In summary, we
expect the formation of a BiPt alloy near the Pt(Bi)/ferroelectric
interface, where the Bi present in the alloy originates from
excess Bi employed in the preparation process, which emerges
from the swapping of Bi and Pt atoms near the interface, or from
the formation of neutral Bi vacancies in the Bi-based dielectrics
considered.

It remains to be shown that charged Bi vacancies can be
neutralized by electron transfer from the defect to the nearby
metal in the Pt(Bi)/BIT case; to prove this point, we investigated the
formation of one Bi vacancy in a 2� 2� 1 I4/mmm-BIT supercell.
Since Bi vacancies prefer to stay in the PPL, as revealed by our
previous study10 and by others,84 here, we focus on the PPL-located
Bi vacancy and determine the degree of localization of the added 3
electrons. We therefore calculated the charge difference between
a Bi3+ vacancy and a neutral Bi vacancy, keeping the relative
locations of all atoms xed for the charged and neutral systems. As
shown in Fig. 12(a), these electrons are not trapped at the vacancy
site, but mainly reside around the center of some Ti–O bonds
surrounding the vacancy site, all within the same PPL. Some other
regions such as A and B in Fig. 12 exhibit charge polarization
induced by the defect. The polarization directions for both O
atoms at sites A and B are such that the net electron cloud (yellow
region) is pushed away from the vacancy site, conrming that the
vicinity of the vacancy site is negatively charged. Next, to determine
whether the charge localized in the region surrounding the Bi
vacancy can be neutralized by the metal electrode, we calculated
the energy levels associatedwith the Bi3+ vacancy. For this purpose,
we relaxed the defective supercell with 3 extra electrons and
calculated the partial density of states using GGA-1/2. As shown in
Fig. 12(b), the energy band associated with the charged defects is
�0.2 eV wide, and is separated from the VBM by �0.1 eV. The
width of the defect band reects the spread of the defect states in
21864 | RSC Adv., 2017, 7, 21856–21868
the atoms surrounding the Bi vacancy, while the location of the
charged states near the VBM favors charge exchange with the
metal in case the Fermi level is close to the VBM, and blocks
charge exchange in case the Fermi level is higher in the band gap.
The defect states alignment with the Fermi level occurs exactly in
the case of Pt(Bi)/BIT, while in the other cases, namely Pt(Bi)/SBT,
Pt(Bi)/BLT, Pt/SBT and Pt/BIT, they are below the metal Fermi
level. Therefore, our interface models predict that only in the case
of Pt(Bi)/BIT can electrons de-trap from the vicinity of the Bi
vacancy. The resulting neutral Bi vacancies can accumulate during
voltage cycles as explained below.

Fig. 13 provides a step-by-step illustration of our fatigue
model in a Pt(Bi)/BIT/Pt(Bi) capacitor. Once device processing is
completed, and even before any bias is applied to the capacitor,
it is likely that some BiPt alloy is already formed at the interface,
due to excess Bi used in sample preparation. In Fig. 13(a) the
capacitor is under positive bias during the polarization cycling,
during which some Bi3+ cations migrate to the cathode due to
the electrostatic force. The remaining Bi vacancy and its vicinity
can trap electrons to become negatively charged (Fig. 13(b)). The
Bi vacancy state is low in the band gap and is separated from the
bulk valence band maximum by a small energy (�0.1 eV). When
the electric eld reverses (Fig. 13(c)), the trapped electrons can
leak to the BiPt alloy depending on the relative position of the
Fermi level with respect to the valence band of the dielectric. In
the case of BIT in contact with a BiPt alloy electrode, the leak is
possible since the electrode Fermi level is almost aligned with
the top of valence band. The Bi vacancies become neutral and
may continue to accumulate with the following electric eld
cycles (Fig. 13(e)). Local phase decomposition could then be
triggered by the accumulation of Bi vacancies until the new non-
ferroelectric Bi4�xTi3O12�y phase punches through the dielec-
tric (Fig. 13(f)). This model is similar to the electroforming
process in resistive random access memories (RRAMs);85,86 in
RRAM, the new phase is conductive, made of fully-reduced
This journal is © The Royal Society of Chemistry 2017
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Fig. 13 Schematic view of the multiple steps leading to ferroelectric
fatigue in the Pt/BIT/Pt capacitor. (a) Migration of a Bi3+ cation into the
adjacent cathode; (b) a charged Bi vacancy (white circle) is left in the
dielectric with three trapped electrons (small red balls); (c) under
reversed bias, hole injection occurs; (d) the charged Bi vacancy is
neutralized; (e) steps (a) through (d) repeat, accumulating Bi vacancies;
(f) local phase decomposition occurs, where the new Bi-deficient
phase is marked in white.
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metal clusters87 or conductive sub-oxides.88,89 However, during
the polarization cycling of Pt/BIT/Pt capacitors, the new phase
does not have to be conductive. If it is conductive, then the cell
is broken-down, as reported in divalent metal substituted BIT
thin lms.90 Otherwise, the emergence of a new non-
ferroelectric phase tends to reduce the overall polarization of
the capacitor. The exact nature of this new phase is still
unknown in BIT, but we infer that it is non-ferroelectric because
it is Bi-decient and Bi is well-known as the critical element for
ferroelectric instability in BIT.10,91 In the limiting case, if all Bi
atoms were removed, together with the associated oxygen
atoms, then the resulting material would be TiO2, which is
centro-symmetric and non-ferroelectric. In summary, our
phenomenological model claims that missing Bi atoms is the
main reason for ferroelectric polarization degradation of Pt/BIT/
Pt capacitors, while the formation of a BiPt alloy near the
interface serves as the catalyst, allowing for the neutralization
and accumulation of Bi vacancies.

Our ab initio band offset calculations provide strong support
for the phenomenological model proposed above, since they
address and support the model as far as leakage current,
dielectric breakdown and ferroelectric fatigue in Aurivillius
ferroelectrics are concerned. The vanishingly small calculated
HB for the Pt(Bi)/BIT interface reveals that no, or very little,
barrier exists for hole injection from the metal to BIT. Experi-
mentally BIT exhibits p-type conduction, in addition to possible
ionic conduction, as reported in recent years.92–94 Since the work
function of Pt is the largest among common electrodes, it is
reasonable that the dominating leakage current of Pt/BIT/Pt
capacitors is also due to hole conduction. Therefore, the low
HB calculated from rst principles employing a diffuse BiPt
alloyed interface model is consistent with the measured p-type
This journal is © The Royal Society of Chemistry 2017
conduction. On the other hand, for SBT and BLT, step (c) in
Fig. 13 is hindered due to the calculated higher hole injection
barrier. Thus, the accumulation of charged Bi vacancies in SBT
and BLT is self-limited due to strong electrostatic repulsion
between vacancies. An Aurivillius-phase ferroelectric thin lm
with dispersed Bi vacancies does not lose its ferroelectricity
since its structural asymmetry is still preserved. These ndings
hold both for our abrupt and diffuse interface models for SBT
and BLT. In particular, our predicted high (low) leakage in Pt/
BIT(BLT)/Pt capacitors is in agreement with experimental
data, indicating that SCLC can be present in the former and
absent in the latter.23

Our fatigue model for Pt/BIT/Pt also predicts a deleterious
cycle of (i) local BiPt alloy formation; (ii) local non-ferroelectric
phase formation; (iii) more BiPt alloy emerging; (iv) more non-
ferroelectric phases, fed by the polarization switching cycles.
Hence, the number of low barrier sites for carrier injection, and/
or the lateral dimensions of the leakage sites are expected to
increase during the polarization cycling. In other words, our
model supports a scenario of increased leakage current in
fatigued Pt/BIT/Pt cells. Experimentally, it has been shown that
the resistivity of BIT in Al/BIT/Pt ferroelectric capacitors
decreases sharply from 4.2� 1011 U cm to 2.1� 107U cm aer 4
� 108 polarization switching cycles, indicating that the leakage
current increases with the extent of ferroelectric fatigue in BIT.95

4. Conclusion

Notwithstanding the band gap improvement brought by the GGA-
1/2 method in comparison to GGA for the calculation of Bi-
containing layered compounds, its original implementation with
1/2 electron removal from all anions and a unique cutoff radius
seems insufficient for the calculation of an accurate band gap
comparable to experimental data. Moreover, GGA-1/2, with one
cutoff radius for all anions, incorrectly predicts bismuth titanate to
be a direct band gap insulator. Taking into consideration the
distinct electronic environments of each layer, we have proposed
a newmethod for GGA-1/2, where different cutoff radii for the self-
energy potentials are determined variationally for oxygen
belonging to each layer. The scheme is fully ab initio and reects
the nature of hole distribution in space, which depends on the
electronic environment. Calculations using the new method per-
formed on a series of Aurivillius-phase compounds reveal that the
differences between calculated and experimental band gaps are
within 0.3 eV and the indirect band gap for bismuth titanate is
obtained.

Using the new GGA-1/2 scheme, we investigated the band
offsets between Pt and SBT, as well as between Pt and BIT. The
calculated Schottky barriers for the two interfaces are 1.58 eV and
2.06 eV, respectively, and the hole barriers are 2.50 eV and 1.41 eV,
respectively, employing abrupt interface models. To mimic
experimental data, which indicate BiPt alloy formation, we built
diffuse interface models where some of the topmost Bi swapped
positions with near interface Pt atoms. Employing these new
models, the calculated hole barrier diminished to 0.09 eV in the
case of BIT, but remained as high as 1.55 eV for SBT. Finally, aer
substitution of some La for Bi in the PPL and considering the same
RSC Adv., 2017, 7, 21856–21868 | 21865
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diffuse interface model, we found that the hole barrier increased
to 2.58 eV, considerably higher than for BIT.

Based on these calculation results, we proposed a ferroelectric
fatigue model for the Pt/BIT/Pt capacitor. During alternating bias,
charged Bi3+ cations migrate to the adjacent negatively biased Pt
electrode, further alloying it into BiPt, a process started during
sample preparation due to excess Bi in the dielectric. The low
barrier for holes allows for hole injection into the dielectric as the
bias turns positive, neutralizing the Bi vacancies in the dielectric.
The accumulation of Bi vacancies continues in the dielectric with
the alternating electric eld cycles causing eventual local phase
changes in the dielectric to non-ferroelectric phases. Because the
barrier for holes is much higher in SBT and BLT, such carrier
injection is very limited, resulting in a self-limiting accumulation
of charged vacancies. Consequently, it is only in the case of Pt/BIT/
Pt that Bi vacancies can reach a high concentration locally to yield
a new local phase that is Bi-decient and non-ferroelectric. Hence,
the low barrier for hole injection at Pt/BIT interfaces when BiPt
alloy is formed accounts for the poor ferroelectric fatigue resis-
tance and the origin of SCLC leakage current in Pt/BIT/Pt capac-
itors.23On the other hand, the high barriers for both electrons and
holes at Pt/SBT and Pt/BLT interfaces ensure a self-limited accu-
mulation of charged defects by Coulomb repulsion.
Appendix. Lattice parameters for the
materials considered in this work

For all dielectrics under investigation, except for SBT and BIT in
their I4/mmm phases, we adopted their experimental lattice
parameters indicated in Table 4. The internal atomic coordi-
nates were fully relaxed nevertheless.
Table 4 Experimental lattice parameters for some relevant materials
used in our calculations

Material Phase
Lattice parameters
(Å)

TiO2 P42/mnm96 a 4.587
c 2.954

CaTiO3 Pbnm97 a 5.380
b 5.442
c 7.642

SrTiO3 Pm3m98 a 3.890
BaTiO3 P4mm99 a 3.992

c 4.036
Bi4Ti3O12 B1a1 (ref. 40) a 5.450

b 5.406
c 32.832

NaBiO3 R�3 (ref. 100) a 5.567
c 15.989

SrBi2Ta2O9 A21am
61 a 5.531

b 5.534
c 24.984

SrBi2Nb2O9 A21am
62 a 5.515

b 5.519
c 24.086

Bi2WO6 Pca21 (ref. 101) a 5.436
b 16.430
c 5.456
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