Open-ended response theory with polarizable embedding: multiphoton absorption in biomolecular systems
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We present the theory and implementation of an open-ended framework for electric response properties at the level of Hartree–Fock and Kohn–Sham density functional theory that includes effects from the molecular environment modeled by the polarizable embedding (PE) model. With this new state-of-the-art multiscale functionality, electric response properties to any order can be calculated for molecules embedded in polarizable atomic molecular environments ranging from solvents to complex heterogeneous macromolecules such as proteins. In addition, environmental effects on multiphoton absorption (MPA) properties can be studied by evaluating single residues of the response functions. The PE approach includes mutual polarization effects between the quantum and classical parts of the system through induced dipoles that are determined self-consistently with respect to the electronic density. The applicability of our approach is demonstrated by calculating MPA strengths up to four-photon absorption for the green fluorescent protein. We show how the size of the quantum region, as well as the treatment of the border between the quantum and classical regions, is crucial in order to obtain reliable MPA predictions.

1 Introduction

Molecular properties are fundamental for understanding and interpreting experimental observations in chemistry and physics. Linear and nonlinear optical properties provide important information about the behavior of a molecule in the presence of electromagnetic fields, while properties involving nuclear motion can be used to determine molecular structure. Properties combining both of these categories enable prediction and interpretation of well-known spectroscopic phenomena such as infrared and Raman spectroscopy.1–6 One way of calculating molecular properties is by the use of quantum-chemical response theory.6–8 A recent formulation of response theory,9 and its subsequent implementation based on recursive routines,10 allows any response property that can be formulated as a derivative of the molecular quasienergy to be calculated at the Hartree–Fock (HF) and Kohn–Sham density-functional theory (KS-DFT) levels. The implementation has recently been extended to enable the calculation of single residues of response functions,11 which is needed for the evaluation of multiphoton absorption (MPA) strengths.

Before the developments of the present work, the open-ended response theory framework was formulated and implemented in a purely quantum-mechanical picture, which limited its applicability to relatively small or medium-sized molecular systems considered in vacuo. This treatment is often inadequate, since the majority of experiments are performed in an environment that can significantly perturb the properties of the molecule of interest. The absence of a proper description of the interaction between the system studied and its molecular environment can lead to discrepancies when comparing experimental observations to calculated results, ranging from minor deviations12–14 to qualitative disagreement.15–17 It is therefore important to develop models that can adequately describe the effects of the surrounding environment on the system being studied, e.g. embedding models, and a substantial amount of work has therefore been carried out in this area. We refer to a review by
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Gomes and Jacob for a recent account of embedding methods for electronic excitation processes.\textsuperscript{18} Classical embedding models can be roughly separated into continuum models,\textsuperscript{19} where the molecular environment is described by a structureless dielectric medium, and hybrid quantum mechanics/molecular mechanics (QM/MM) models,\textsuperscript{20,21} where the explicit molecular structure of the environment is retained. The effects from the environment on the quantum part are described by an embedding potential which is added to the electronic Hamiltonian.

In this work, we present an extension of the open-ended response theory approach to include environment effects based on the polarizable embedding (PE) model,\textsuperscript{22,23} which is a combined fragmentation and QM/MM-based embedding approach (see ref. 24 for a recent perspective). This model has been formulated with the particular aim of accurately modeling environment effects in calculations of local response properties. Importantly, polarization of the environment is included to give a more physically sound coupling between the quantum region, its molecular environment, and the external field(s).\textsuperscript{25,26} Several other polarizable QM/MM-based models have been formulated for optical property calculations (see e.g. ref. 27–32). The accuracy of the calculated results depends crucially on the ability of the embedding potential to reproduce the electrostatic potential. The embedding potential used in the PE model is therefore derived from \textit{ab initio} calculations on the fragments defining the environment. This leads to high-quality electrostatic potentials, as has been demonstrated both for solvents\textsuperscript{22,33,34} and proteins.\textsuperscript{35} The open-ended formulation presented here is limited to electric response properties, \textit{i.e.} polarizabilities, any order of hyperpolarizabilities, and MPA strengths through the single-residues functionality. We note, however, that although we will only discuss properties involving electric dipole perturbations, the formulation is also applicable to the calculation of properties that involve general electric multipole perturbations.

To demonstrate the applicability of this approach, we have calculated MPA properties of the green fluorescent protein (GFP). Multiphoton absorption is a nonlinear process, \textit{i.e.} the signal depends nonlinearly on the intensity of the applied field, where the combined and simultaneous absorption of more than one photon leads to an excitation. Experimental observations have been reported up to five-photon absorption (5PA).\textsuperscript{36} Technological applications, at present mostly based on two-photon absorption (2PA), benefit from the long wavelength of the involved photons and the intrinsic three-dimensional resolution of the process. Applications include three-dimensional data storage,\textsuperscript{37,38} photodynamic therapy\textsuperscript{39} and photostabilized drug delivery.\textsuperscript{40} Another important application of MPA is multiphoton microscopy,\textsuperscript{41–44} which enables high-resolution \textit{in vivo} imaging. Multiphoton microscopy takes advantage of the long wavelength of photons in two-\textsuperscript{42} and three-photon\textsuperscript{42,43} processes to penetrate deeper into biological tissue and to reduce photodamage. Fluorescent proteins such as GFP and its mutants are frequently used fluorophores in multiphoton microscopy\textsuperscript{43,44} owing to their high absorption cross sections,\textsuperscript{44} extensive palette of available absorption and fluorescence wavelengths,\textsuperscript{44,45} and ability to be genetically encoded to monitor \textit{in vivo} gene expression and protein localization.\textsuperscript{45,46} Even though four-photon absorption (4PA) has been experimentally observed in GFP\textsuperscript{47} and red fluorescent proteins,\textsuperscript{48} two- and three-photon processes operate in the most advantageous spectral window for imaging in living tissue.\textsuperscript{43} Three-photon absorption (3PA) requires a high laser intensity, but is especially useful for fluorophores that absorb in the ultraviolet range rather than in the visible region.\textsuperscript{42,43} The calculation of 2PA in biological molecules was very recently reviewed by Salem, Gedik and Brown.\textsuperscript{49} It has been shown experimentally\textsuperscript{50,51} that the protein environment critically affects the 2PA signal of the chromophores of fluorescent proteins. Drobizhev \textit{et al.} have shown that red fluorescent protein mutants with the same chromophore can have 2PA cross sections with differences as large as a factor of five.\textsuperscript{50} This has been explained by differences in the local effective field around the chromophore in the different mutants.\textsuperscript{51}

The work presented here is an important step towards computational predictions of MPA in biological systems. Specifically, we have combined an open-ended density-matrix-based formulation of response theory with the PE model, which thus allows calculations of response and multiphoton absorption properties of large molecular systems. The theoretical details of the implementation are provided in Section 2. In addition, we have performed initial investigations of some important aspects related to multiscale modeling of multiphoton absorption. The results are presented and discussed in Section 4 with the computational details given in Section 3.

2 Theory

We begin this section by showing the foundations of the PE model\textsuperscript{22,23} and then move on to give a brief introduction to the open-ended response theory framework.\textsuperscript{9,10} Finally, we present the expressions that incorporate the contributions that arise from the introduction of a polarizable embedding potential in the open-ended formulation of response theory. The theory is formulated for hybrid KS-DFT and reduces trivially to HF theory. Furthermore, it is expressed in a density-matrix formulation in an atomic-orbital (AO) basis,\textsuperscript{9} the latter feature making the theory amenable to linear-scaling approaches for the quantum region.

2.1 Polarizable embedding

The PE model is an embedding method based on a combination of fragmentation and QM/MM methodologies that concentrates on an accurate inclusion of environment effects in the calculation of response properties. To achieve this, the total molecular system is partitioned into a quantum and a classical region, where the quantum region in this work is described by KS-DFT, and where the effects from the classical region are modeled through an embedding potential that consists of distributed multipole moments and polarizabilities, which describe the static and induced charge distributions, respectively. These embedding potential parameters are obtained by fragmenting the classical region into small computationally manageable fragments, from which distributed parameters are derived based on quantum-chemical calculations. This is a straightforward task for classical regions that consist of small molecules. However, for large
molecules where the fragmentation makes it necessary to cut covalent bonds, we employ a fragmentation method that involves overlapping fragments.\[2,3].

The combined PE-DFT energy, expressed in terms of the density matrix in the AO basis, can be partitioned as

\[
E(D) = E_{\text{DFT}}(D) + E_{\text{PE}}(D),
\]

where \(E_{\text{DFT}}(D)\) is the KS energy of the polarized quantum region and \(E_{\text{PE}}(D)\) is the PE energy. The KS energy is given by

\[
E_{\text{DFT}}(D) = \sum_{\text{tr}} \left[ \hbar D + \frac{1}{2} G(D) + \sum_{\text{ex}} \rho(D) \right] + h_{\text{nuc}},
\]

where \(\text{tr}\) denotes tracing of each term on the right-hand side, the one-electron matrix \(\hbar D\) describes the KS kinetic energy and the electron–nuclear attraction, the two-electron matrix \(G\) contains the electronic Coulomb and \(\gamma\)-fractional exchange interactions, \(\sum_{\text{ex}} \rho(D)\) is the exchange–correlation energy written as a functional of the density which in turn depends on the density matrix, and \(h_{\text{nuc}}\) is the nuclear interaction energy. We will not go into further detail about these standard terms but will instead turn our attention to the PE energy.

The PE energy consists of the contributions due to interactions between the quantum region and both the permanent and induced charge distributions of the classical region, i.e.

\[
E_{\text{PE}}(D) = E_{\text{PE}}^{\text{es}}(D) + E_{\text{PE}}^{\text{ind}}(D),
\]

where \(E_{\text{PE}}^{\text{es}}(D)\) is the electrostatic energy from the interactions between the permanent multipole moments and the quantum-region electrons and nuclei, and \(E_{\text{PE}}^{\text{ind}}(D)\) is the induction energy associated with the polarization of the classical region.

The electrostatic interaction energy can be written compactly using a multi-index notation\[\S\]

\[
E_{\text{PE}}^{\text{es}}(D) = \sum_{\text{tr}} \sum_{k} \left[ \frac{(-1)^{|k|}}{k!} M_s^{(k)} \sum_{\mu \nu} t_{\mu \nu}^{(k)} D_{\mu \nu} \right] + \sum_{\text{tr}} \left[ \hbar_{\text{PE}} D + h_{\text{PE}}^{\text{nuc}} \right],
\]

where the summation over \(s\) runs over the \(S\) sites in the classical region, \(k\) is a multi-index, \(K_s\) is the truncation level of the multipole expansion, and \(M_s^{(k)}\) is a component of a \(|k|\)th-order multipole moment located at site \(s\). The superscript \((k)\) notation is used to indicate order and Cartesian component. For example, in the case of multipoles, \(k = (0, 0, 0)\) specifies a monopole (i.e. charge), \(k = (0, 1, 0)\) corresponds to the \(\gamma\)-component of a dipole, and so on for higher-order multipoles and different Cartesian components.

Furthermore, \(\mu\) and \(\nu\) are indices of AO basis functions belonging to the quantum region, \(D_{\mu \nu}\) is an element of the AO density matrix, and \(t_{\mu \nu}^{(k)}\) is a one-electron interaction integral defined as

\[
t_{\mu \nu}^{(k)} = -\int_{\mathcal{Z}_n} \rho_{\mu} \frac{1}{|r - r'|} \rho_{\nu} \, dr,
\]

which involves partial derivatives of the potential operator. Finally, eqn (4) also involves a sum over the \(N\) nuclei in the quantum region and \(Z_n\) is thus the charge of the \(n\)th nucleus. The interaction between multipoles and nuclei is described via the so-called interaction tensors whose elements are defined by

\[
T_{ij}^{(k)} = \frac{1}{|r_i - r_j|}.
\]

The first part of eqn (4) is the contribution to the energy that is due to the interaction between the electrons in the quantum region and the multipoles in the classical region, and the second part of eqn (4) is the energy contribution that is due to the interaction of the nuclei in the quantum region and the multipoles.

The polarization of the classical region gives rise to the induction energy contribution given by

\[
E_{\text{PE}}^{\text{ind}}(D) = -\frac{1}{2} \sum_{s=1}^{S} \sum_{l=1}^{L_s} \mu_s(D)^T E(D, r_l),
\]

\[
= \frac{1}{2} \sum_{s=1}^{S} \sum_{l=1}^{L_s} E_s(D, r_l)^T B_{s\nu} E_s(D, r_{\nu})
\]

\[
- \sum_{s=1}^{S} \sum_{l=1}^{L_s} (E_s^n(r_l) + E_s^n(r_{\nu}))^T B_{s\nu} (E_s^n(r_{\nu}) + E_s^n(r_{\nu}))
\]

\[
+ \frac{1}{2} \sum_{s=1}^{S} \sum_{l=1}^{L_s} \sum_{m=1}^{M_s(T^{(2)})} T_{lm}^{(k)} Z_n
\]

\[
= \frac{1}{2} \sum_{s=1}^{S} \sum_{l=1}^{L_s} \left( \mu_s(D)^T E_s(D, r_l) + E_s^n(r_l) + E_s^n(r_{\nu}) \right).
\]

Eqn (8) introduces the \(B_s\) matrices that are \(3 \times 3\) subblocks of the (symmetric) classical linear response matrix,\[4,5\]

\[
B = \begin{pmatrix}
\mathbf{0} & -T_{11}^{(2)} & \cdots & -T_{1S}^{(2)} \\
-T_{11}^{(2)} & \mathbf{0} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
-T_{1S}^{(2)} & \cdots & \cdots & -T_{S(S-1)}^{(2)}
\end{pmatrix}.
\]
which contains the inverse of the electronic dipole–dipole polarizabilities in the diagonal blocks and second-order interaction tensors in the off-diagonal blocks (where the superscript (2) in this case denotes the tensor rank). The final equality in eqn (7) is obtained by taking into consideration the fact that the electronic electric field is defined by

$$E_x^D(r_x) = \frac{\partial}{\partial r_x} \langle \hat{\mathbf{T}}^D \rangle(r_x)\mathbf{D}.$$  

(10)

where the index $a$ indicates a Cartesian component of the field, and where $t_a(r_x)$ is a one-electron matrix whose elements are defined as

$$t_{a,\mu}(r_x) = -\int \chi_a(r) (r_a - r_x) \chi_{\mu}(r) dr.$$  

(11)

The PE contributions to the KS matrix are determined by minimizing the total energy in eqn (1) with respect to variations in the electron density. Consequently, only terms that involve the electron density enter into the effective KS operator

$$\mathbf{F}_{PE} = h_{pe}^2 + G_{pe}^{ind}(\mathbf{D}) + h_{pe}^{ind}.$$  

(12)

From this expression, it can be seen that the quadratic dependence of the induction energy in eqn (7) on the electron density translates into a KS matrix contribution that takes a form similar to the Coulomb term in the vacuum KS matrix, but involving products of one-electron integrals rather than two-electron integrals.

### 2.2 Open-ended calculation of response functions

In this section, we give an introduction to the open-ended density-matrix-based formulation of response theory which has been implemented using recursive programming techniques. A more detailed presentation of this theory, without consideration of environment effects, can be found in previous papers.

Our starting point is to express response functions as derivatives of a perturbation-strength-differentiated quasienergy derivative Lagrangian which is time-averaged and evaluated at zero perturbation strengths. A linear response function $\langle \langle A|B \rangle \rangle_{\omega_\alpha}$ can then be expressed as

$$\langle \langle A|B \rangle \rangle_{\omega_\alpha} = \left. \frac{d\langle \langle A|B \rangle \rangle_{\omega_\alpha}}{d\omega_x} \right|_{\omega_\alpha = 0} = L^{ab}; \quad \omega_\alpha = -\omega_\beta,$$  

(13)

in an AO density-matrix parametrization. The superscripts $(\cdot)^{abc\ldots}$ denote perturbation-strength differentiation with respect to perturbations $a$, $b$, $c\ldots$ with associated frequencies $\omega_\alpha$, $\omega_\beta$, $\omega_c\ldots$ A tilde above a symbol denotes evaluation at general perturbation strengths, while the same symbol without a tilde denotes evaluation at zero perturbation strength. The quasienergy derivative Lagrangian $L^y(\hat{\mathbf{T}}, t)$ can be expressed as

$$L^y(\hat{\mathbf{T}}, t) = \begin{cases} \hat{\mathbf{T}}^D, \\ -\hat{\mathbf{S}}^D, \end{cases}$$  

(14)

where $(\cdot)^{Tr}$ indicates that the trace and time-average of each term on the right-hand side are taken, and where we introduced the overlap matrix $\hat{\mathbf{S}}$ and a generalization of the energy-weighted density matrix $\hat{\mathbf{W}}$ defined as

$$\hat{\mathbf{W}} = \hat{\mathbf{D}}^D\hat{\mathbf{T}}^D + \frac{i}{2}(\hat{\mathbf{D}}^S\hat{\mathbf{S}}^D - \hat{\mathbf{D}}^S\hat{\mathbf{D}}^S).$$  

(15)

Eqn (14) and (15) introduce the generalized KS energy $\hat{\mathbf{E}}$ and KS matrix $\hat{\mathbf{T}}$, given by

$$\begin{align*}
\hat{\mathbf{E}} &= \hat{\mathbf{E}}(\hat{\mathbf{D}}, t) - \frac{i}{2}\hat{\mathbf{T}}^D + \frac{i}{2}\hat{\mathbf{G}}^D(\hat{\mathbf{D}}) - \frac{i}{2}\hat{\mathbf{G}}^D(\hat{\mathbf{D}}) + \hat{\mathbf{E}}_{xc}[\rho(\hat{\mathbf{D}})] + \hat{\mathbf{h}}_{vac}
\end{align*}$$  

(16)

and

$$\hat{\mathbf{F}} = \hat{\mathbf{F}} - \frac{i}{2}\hat{\mathbf{T}}^D = \hat{\mathbf{h}} + \hat{\mathbf{G}}^D(\hat{\mathbf{D}}) + \hat{\mathbf{V}}^D + \hat{\mathbf{F}}_{xc} - \frac{i}{2}\hat{\mathbf{T}},$$  

(17)

respectively. In eqn (16) and (17), we introduced the anti-Hermitian time-differentiated overlap matrix $\hat{\mathbf{T}}^D$ and the one-electron matrix describing the time-dependent perturbation $\hat{\mathbf{V}}$. We remark that for the electric response properties, which are the topic of this work, contributions from $\hat{\mathbf{T}}$ are all zero, and we have included these terms in the above expressions only for the sake of completeness.

Introducing the notation

$$\begin{align*}
\varepsilon_{m,abc} &= \frac{\partial^{m+1} \varepsilon}{(\partial \mathbf{D}^{1})^m} \frac{\partial \mathbf{D}^{1}}{\partial \mathbf{D}^{m} \partial \mathbf{D}^{m}} \\
\varepsilon_{m,abc} &= \varepsilon_{m,abc}^{1,1} \mathbf{D}^{1} + \varepsilon_{m,abc}^{1,1} \mathbf{D}^{1} \\
&+ \varepsilon_{m,abc}^{2,2} \mathbf{D}^{2} + \varepsilon_{m,abc}^{2,2} \mathbf{D}^{2} \\
&- \varepsilon_{m,abc}^{2,2} \mathbf{W}^{2} - \varepsilon_{m,abc}^{2,2} \mathbf{W}^{2} \\
&- \varepsilon_{m,abc}^{2,2} \mathbf{W}^{2}
\end{align*}$$  

(18)

response functions in the $n + 1$ rule formulation can now be obtained by straightforward differentiation of eqn (14), so that, for example, a quadratic response function can be expressed as

$$\begin{align*}
\varepsilon_{m,abc}^{1,1} &= \frac{\partial \varepsilon}{\partial \mathbf{D}^{1}} \frac{\partial \mathbf{D}^{1}}{\partial \mathbf{D}^{m}} \\
&- \varepsilon_{m,abc}^{2,2} \mathbf{W}^{2} - \varepsilon_{m,abc}^{2,2} \mathbf{W}^{2} \\
&- \varepsilon_{m,abc}^{2,2} \mathbf{W}^{2}
\end{align*}$$  

(19)

where the tracing of matrix products is for instance given by

$$\begin{align*}
\text{Tr}(\varepsilon_{m,abc}^{1,1} \mathbf{D}^{2} \mathbf{D}^{2}) &= \sum_{a \mu b \nu c \rho} \frac{\partial \varepsilon}{\partial \mathbf{D}^{1}} \frac{\partial \mathbf{D}^{1}}{\partial \mathbf{D}^{m}} D_{a \mu b \nu c \rho} D_{b \nu c \rho a} D_{b \nu c \rho a}.
\end{align*}$$  

(20)

Formulations based on other choices than the $n + 1$ rule, which can be any between and including the $n + 1$ and $2n + 1$ rules, are also possible by the introduction of Lagrangian multipliers. For the sake of compactness, we introduce the notation

$$\begin{align*}
[\mathbf{M}]^\odot &= \mathbf{M} - \mathbf{M}^\dagger \\
[\mathbf{M}]^\odot &= \mathbf{M} + \mathbf{M}^\dagger.
\end{align*}$$  

(21)

and

$$\begin{align*}
[\mathbf{Y}]^\odot &= \mathbf{Y}^\dagger - \mathbf{Y} \\
[\mathbf{Y}]^\odot &= \mathbf{Y} + \mathbf{Y}^\dagger
\end{align*}$$  

(22)

where adjugation is done before any field strength differentiation. The idempotency condition for the density matrix can be expressed with the matrix $\mathbf{Y}$, so that

$$\begin{align*}
\mathbf{Y} &= \mathbf{D}^D\mathbf{D}^D - \mathbf{D}.
\end{align*}$$  

(23)
and we express the time-dependent SCF condition as the matrix $Z$, defined as

$$Z = \left(\frac{\mathcal{F}}{2} - \frac{i}{2} \mathbf{d} \mathbf{S} \right).$$  

Introducing the Lagrangian multipliers

$$\mathbf{\lambda} = \left[ \mathbf{d} \mathbf{S} \right].$$  

and

$$\mathbf{\xi} = \left[ \mathcal{F} \mathbf{S} \mathbf{D} \right].$$  

the general expression for an arbitrary response property can be written as

$$\langle \langle A, B, C \ldots \rangle \rangle_{\text{trunc}} \quad \text{as} \quad (\mathcal{F}_{k,n})_{\text{trunc}} \quad \text{for perturbation tuples including and not including perturbation } a, \text{ respectively. In particular, for the energy-type contribution } \mathcal{F}_{k,n}, \text{ all terms involving } D \text{ perturbed to higher order than } k \text{ for perturbation tuples involving perturbation } a, \text{ and to higher order than } n \text{ for perturbation tuples not involving perturbation } a \text{ can be removed from the expression. We refer to ref. 9 for additional details about such truncations, but note that for a property that is formulated as an } N \text{th order derivative of the energy, it generally holds that } k + n = N - 1, \text{ where } k \text{ can be chosen as an integer in the interval } k \in [0, (N - 1)/2] \text{ where integer division of } (N - 1)/2 \text{ is applied for even values of } N. \text{ We denote the choice between the various possible pairwise values of } k \text{ and } n \text{ at a given order } N \text{ as the } (k, n) \text{ rule choice, constituting a generalization of the choice of truncation rule. In this generalization, the previously mentioned } n + 1 \text{ and } 2n + 1 \text{ rules are two of several possible choices, the number of such choices depending on the number of available choices of } k. \text{ The evaluation of eqn (27) at a given } (k, n) \text{ rule choice and the identification and calculation of the necessary perturbed } D, \mathbf{F}, \text{ and } S \text{ matrices can be done by employing a series of algorithms that to a varying extent involve recursion. A comprehensive overview of these algorithms is given in ref. 10 and 11, and we restrict ourselves here to briefly introducing the elements that are relevant for the inclusion of the environment effects detailed in the next section.}

We denote the density and KS matrices that are perturbed with respect to a perturbation tuple $b_n$ as $D_{\alpha}^{b_n}$ and $\mathcal{F}_{\alpha}^{b_n}$, respectively. The algorithmic approach rests on the separation of $D_{\alpha}^{b_n}$ into particular and homogeneous parts $D_{\alpha}^{b_n}$ and $D_{\alpha}^{H_n}$, respectively, as

$$D_{\alpha}^{b_n} = D_{\alpha}^{H_n} + D_{\alpha}^{b_n},$$  

where $D_{\alpha}^{b_n}$ and $D_{\alpha}^{H_n}$ are determined at different stages during the execution of the algorithm. The perturbed KS matrix $\mathcal{F}_{\alpha}^{b_n}$ can be partitioned as

$$\mathcal{F}_{\alpha}^{b_n} = G^{KS}(D_{\alpha}^{b_n}) + G^{KS}(D_{\alpha}^{b_n}) + \mathcal{F}_{\alpha}^{b_n},$$  

and where $\mathcal{F}_{\alpha}^{b_n}$ contains all contributions to $\mathcal{F}_{\alpha}^{b_n}$ that do not depend on $D_{\alpha}^{H_n}$. Through an approach that involves solving a linear equation system involving $D_{\alpha}^{b_n}$ to obtain parameters that can be used to determine $D_{\alpha}^{b_n}$, the $D_{\alpha}^{b_n}$ and $\mathcal{F}_{\alpha}^{b_n}$ matrices of interest can be obtained.

Multiphoton transition moments can be calculated from the single residues of the response functions. A thorough presentation of this procedure in the context of open-ended response theory has been given in ref. 11, and since the addition of environment effects through the PE model enters in the same way for single residues of response functions as for the response functions themselves, we consider it sufficient to only include a presentation of the latter in this work.

### 2.3 Polarizable embedding in the open-ended response framework

In the following, we will show that environment effects described by the PE model can be included in calculations of electric response properties by rather modest modifications of the approach presented in Section 2.2.

In the presence of an external electric field, the local field experienced by the quantum region is modified by the interactions between the classical region and the external field. In addition to the static reaction field in the unperturbed energy and KS matrix in eqn (3) and (12), respectively, additional contributions arise as a consequence of the dipole polarization in the classical region induced by the perturbed quantum region and the external electric field. The former gives rise to a dynamic reaction field, and the latter to an effective external field (EEF), which describes the effective field in the classical region devoid of the quantum part. This EEF effect is similar in origin to the cavity-field effects introduced in the context of polarizable continuum models. The EEF effect enters in the definitions of the response and transition properties of the quantum region and increases with increasing number of photons. It should therefore be taken into account in calculations of properties that involve the external field. This is achieved by replacing the electric field vector in eqn (8), which generates the induced dipoles, with its time-dependent analogue augmented with the time-dependent external field $\mathbf{E}$, so that

$$\mathbf{E}(\mathbf{d}, \mathbf{r}) = \mathbf{E}(\mathbf{d}, \mathbf{r}) + \mathbf{E}(\mathbf{r}) + \mathbf{E}(\mathbf{r}) + \mathbf{E}(\mathbf{r}) = \mathbf{E}(\mathbf{r}) = \mathbf{E}(\mathbf{r}),$$  

where the electric dipole approximation was assumed in the last term. The external field can be considered to be uniform in the long-wavelength limit and we can therefore omit its dependency on the position, i.e. $\mathbf{E}(\mathbf{r}) = \mathbf{E}$. 
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When including the environment effects in the response theory framework, it is convenient to separate the energy and KS matrix contributions according to their degree of dependence on the density matrix. For the PE energy, this dependence can be either zeroth-, first- or second-order, and the corresponding contributions are denoted by $\tilde{E}_{PE,0}$, $\tilde{E}_{PE,1}$, and $\tilde{E}_{PE,2}$, which can be written as

$$\tilde{E}_{PE,0} = \tilde{H}^{PE}\beta + \tilde{H}^{ind}_{PE} + \tilde{H}^{(1)}_{EEM} + \tilde{H}^{(2)}_{EEM},$$

(32)

$$\tilde{E}_{PE,1} = \tilde{G}_{PE,1}^{(tr)} + \tilde{G}_{PE,1}^{ind} + \tilde{G}_{PE,1}^{(1)}_{EEM} + \tilde{G}_{PE,1}^{(2)}_{EEM},$$

(33)

and

$$\tilde{E}_{PE,2} = \tilde{G}_{PE,2}^{(tr)} + \tilde{G}_{PE,2}^{ind} + \tilde{G}_{PE,2}^{(1)}_{EEM} + \tilde{G}_{PE,2}^{(2)}_{EEM},$$

(34)

respectively. The EEF contributions are the additional terms, involving the external electric field, which enter into the time-dependent analogue of eqn (7). The $\tilde{H}^{(1)}_{EEM}$ term couples the external field to the fields from the nuclei and permanent multipole moments so that

$$\tilde{g}^{(1)}_{EEM} = \sum_{i=1}^{S} \sum_{j=1}^{S} (\tilde{E}^{n}(r_{i}) + E^{m}(r_{j}))^{T} \mathbf{B}_{ij} \tilde{E}',$$

(35)

and it thus depends linearly on the external field, whereas $\tilde{h}^{(2)}_{EEM}$ depends quadratically on the external field, so that

$$\tilde{h}^{(2)}_{EEM} = -\frac{1}{2} \sum_{i=1}^{S} \sum_{j=1}^{S} \tilde{E}^{T} \mathbf{T}_{ij} \mathbf{B}_{ij} \tilde{E}'.$$

(36)

The EEF contribution that couples the external field to the electronic field, which therefore has a first-order dependence on the density matrix and depends linearly on the external field, is defined by

$$T_{ij} \tilde{E}^{(1)}_{EEM} \mathbf{D} = -\sum_{i=1}^{S} \sum_{j=1}^{S} \tilde{E}^{(1)} \mathbf{D}^{(1)}_{ij} \mathbf{B}_{ij} \tilde{E}'$$

(37)

For the KS matrix contributions, the dependence on the density matrix can be either zeroth- or first-order, and the respective contributions are called $\tilde{F}_{PE,0}$ and $\tilde{F}_{PE,1}$, and are given by

$$\tilde{F}_{PE,0} = \tilde{h}_{PE}^{(1)} + \tilde{h}_{PE}^{(2)}_{EEM} + \tilde{h}_{EEM}^{(1)}$$

(38)

and

$$\tilde{F}_{PE,1} = \tilde{G}_{PE,1}^{(tr)}$$

(39)

respectively. The PE contributions to the generalized KS energy and KS matrix can then be included by adding the right-hand sides of eqn (32)–(34), (38) and (39) to eqn (16) and (17), respectively, so that

$$\tilde{\delta}^{(tr)} = \tilde{E}(\mathbf{D}, t) + \tilde{E}_{PE,0} + \tilde{E}_{PE,1} + \tilde{E}_{PE,2} - i\frac{2}{\hbar} \tilde{\mathbf{D}},$$

(40)

and

$$\tilde{\mathbf{F}} = \tilde{F} + \tilde{F}_{PE,0} + \tilde{F}_{PE,1} - i\frac{2}{\hbar} \tilde{\mathbf{T}}.$$  

(41)

When calculating the properties considered in this work, the above contributions are differentiated with respect to one or more perturbation strengths. Upon differentiation of eqn (32)–(34) with respect to a tuple of $N$ perturbations, it follows from the $(k, n)$ rule that at most $N - 1$ perturbations can be assigned to differentiation of density matrices. Therefore, at least one perturbation strength in the tuple must differentiate a non-density-matrix term. Taking this into consideration and furthermore considering the density-matrix dependence of each term, the parts of eqn (32)–(39) that do not vanish upon differentiation with respect to a tuple $b_{N}$ of perturbations $a_{i}$ satisfy

$$\tilde{E}_{PE,0}^{b_{N}} = \tilde{E}^{(1)}_{PE,0} + \tilde{E}^{(2)}_{PE,0},$$

(42)

and

$$\tilde{E}_{PE,1}^{b_{N}} = \sum_{i=1}^{N} (\tilde{E}^{(1)}_{PE,1} b_{N}^{(1)} + \tilde{E}^{(2)}_{PE,1} b_{N}^{(2)}),$$

(43)

where $\tilde{E}^{(1)}_{PE,0}$ and $\tilde{E}^{(2)}_{PE,0}$ are zero if $N > 1$, $\tilde{E}^{(1)}_{PE,1}$, $\tilde{E}^{(2)}_{PE,1}$ are zero if $N > 2$, and where the summation in eqn (43) runs over all perturbations in $b_{N}$. In eqn (43), the collection $\{b_{N}\}$ denotes the $b_{N}$ perturbation tuple except perturbation $i$, and the terms in this equation may be subject to further truncation depending on the choice of $(k, n)$ rule. Consequently, for electric response properties, the inclusion of a polarizable environment in the response property scheme of Section 2.2 is accomplished relatively straightforwardly by calculating the terms in eqn (42)–(45) and adding them in the appropriate places.

3 Computational details

3.1 Molecular structures

Structures for GFP with a neutral and anionic chromophore were taken from ref. 61. The structures were obtained from a classical molecular dynamics simulation using the empirical force field of Reuter et al. starting from the 1GFL crystal structure. In total 50 snapshots were obtained at intervals of 300 ps from a 15 ns production run. The geometry of the chromophore was optimized within the frozen protein environment as described in ref. 61, to which we refer for further details on the preparation of the molecular structures. The protein model is solvated in water and includes all water molecules within 8 Å from any $C_{\alpha}$ atom.

Three different sizes of the quantum region were investigated. For the smallest, the quantum region was chosen as in previous work and consisted of residues 65 to 67 as well as the backbone C=O from residue 64 and the backbone NH from residue 68 (Fig. 1a). The medium quantum region contained, in addition to this, the $C_{\beta}$ H from residues 64 and 68 (Fig. 1b) and is the same quantum region as used in the cluster model in ref. 66. The large quantum region contained the complete residues 64 to 68 as well as the backbone COC$_{\alpha}$ H from residue 63 and backbone NH$_{c}$H from residue 69 (Fig. 1c). Hydrogen caps were added in all cases.
3.2 Generation of embedding potentials

The embedding potential parameters for GFP were calculated as described in ref. 61, based on the extensive tests reported in ref. 64. For the small quantum region (Fig. 1a), this means that the parameters were the same as in ref. 61. The potentials consisted of LoProp atom-centered multipoles (up to quadrupoles) and anisotropic dipole–dipole polarizabilities, calculated in Molcas. These embedding potential parameters were calculated with KS-DFT (B3LYP) using the molecular fractionation with conjugate caps approach by Zhang and Zhang that was extended to multipoles and polarizabilities by Söderhjelm and Ryde. The basis set was recontracted to an atomic natural orbital type basis as required by the LoProp approach.

3.3 Multiphoton absorption calculations

All MPA property calculations were performed with a modified version of the Dalton quantum chemistry program, using a local version of the recursive and open-ended response code introduced in Section 2.2. These programs are linked to the PE library (PElib), which makes use of the Gen1Int library to calculate perturbed one-electron integrals. The exchange–correlation contributions were obtained using the XCInt and XCFun libraries.

Vertical excitation energies and MPA transition moments for the π → π* excitation in GFP were calculated with the range-separated CAM-B3LYP exchange–correlation functional. This functional is better suited for the description of charge-transfer excitations than common hybrid functionals despite a general overestimation of the excitation energies. The basis set used in the calculations was chosen consistently with the KS-DFT-derived embedding potential parameters, namely 6-31+G*. This basis set was previously found to represent a good compromise between computational cost and accuracy for one- and two-photon absorption calculations on the same molecular systems. We therefore expect that the trends found in this work are representative, but recommend the use of a larger basis set for quantitative work. The MPA moments include the EEF effect as described in Section 2.3, unless otherwise specified.

Since the GFP chromophore has two covalent bonds to the rest of the protein, two quantum–classical cuts are necessary for each of the quantum regions in Fig. 1. There are several schemes proposed for handling these quantum–classical boundaries. In this work we have used the link-atom approach where hydrogen caps were inserted on both sides of the cut, and sites in the classical region that are closer than 1.4 Å to any quantum-region atom were removed. Their charges were distributed to preserve the total charge of the protein whereas their higher-order multipoles and polarizabilities were removed. The redistribution scheme was tested by redistributing the charges to either the nearest one, two, or three sites, or to all sites in the classical region (see results in Section 4.1 and Tables S3 and S4 in the ESI†). The redistribution to all classical sites essentially corresponds to removal of the affected charges at the quantum–classical border because of the number of sites in the system considered here (>8000), except that it preserves the total charge. For all other calculations presented in this work, we used the latter scheme where charges were redistributed to all remaining sites in the classical region.

The tests on the redistribution scheme (Section 4.1) and EEF effect (Section 4.2 and Table S7†) were performed on a single snapshot. The tests on the size of the quantum region (Section 4.1) were performed on five different snapshots. Averaging over more structures and comparing to the large quantum region (Fig. 1c) is not feasible due to the size of the large quantum region in combination with the high computational cost of especially 3PA and 4PA calculations. Excitation energies and 1PA–4PA strengths of the π → π* transition were calculated for the medium quantum region as averages over 50 snapshots (Section 4.3).

3.4 Analysis of the data

The rotational averaging of the MPA transition moments S to obtain the MPA strengths <δMPA> was performed by the method described by Friese, Beerepoot and Ruud, so that

\[
\langle \delta^{\text{MPA}} \rangle = \frac{1}{3} \sum_a S_{aa} \delta_{aa}.
\]  
(46)

\[
\langle \delta^{\text{3PA}} \rangle = \frac{1}{15} \sum_{ab} (2S_{ab} \delta_{ab} + S_{aa} \delta_{bb}).
\]  
(47)

\[
\langle \delta^{\text{3PA}} \rangle = \frac{1}{35} \sum_{abc} (2S_{abc} \delta_{abc} + 3S_{aab} \delta_{bbc}),
\]  
(48)

\[
\langle \delta^{\text{4PA}} \rangle = \frac{1}{315} \sum_{abcd} (8S_{abcd} \delta_{abcd} + 24S_{aab} \delta_{bcdd} + 3S_{aab} \delta_{ccdd}).
\]  
(49)
where the overbar indicates complex conjugation. For the SCF-based theories considered in this work, the transition moments are real-valued and thus equal to their complex conjugates. Rotationally averaged MPA strengths are given in the ESI in atomic units, which for M-photon absorption are \( \langle \delta^{(MPA)} \rangle = a_0^{2M} E_0^{-(2M-1)} \),

\[ \langle \delta^{(MPA)} \rangle = a_0^{2M} E_0^{-(2M-1)}, \]  

(50)

where \( a_0 \) and \( E_0 \) are the atomic units for length and energy, respectively. In addition, the dimensionless oscillator strength \( f \) was calculated from the rotationally averaged 1PA strength \( \langle \delta^{(1PA)} \rangle \) in eqn (46) and the photon frequency \( o_0 \), as

\[ f = 2o_0 \langle \delta^{(1PA)} \rangle. \]  

(51)

The 2PA cross section \( \sigma^{(2PA)} \) in GM units (1 GM = 10^{-50} cm^4 s photon^{-1}) was obtained from the rotationally averaged 2PA strength \( \langle \delta^{(2PA)} \rangle \) in eqn (47) as

\[ \sigma^{(2PA)} = N \pi^2 \frac{2a_0^5 o_0^2}{c} g(2o_0, o_0, \Gamma) \langle \delta^{(2PA)} \rangle, \]  

(52)

where \( N \) is the fine structure constant and \( c \) is the speed of light. The integer \( N \) was set to 4 to compare with single-beam experiments as discussed in ref. 89. The lineshape function \( g(2o_0, o_0, \Gamma) \) is here a Lorentzian broadening function with a half-width at half-maximum of \( \Gamma = 0.1 \text{ eV} \) (0.00367 \( E_0 \)) describing homogeneous broadening processes. When evaluated at the maximum of the peak \( (2o_0 = o_0) \), the Lorentzian broadening function reduces to a constant as

\[ g(o_0, o_0, \Gamma) = \frac{1}{\pi \Gamma}. \]  

(53)

We note that even though the value of 0.1 eV has been used in many works (discussed in ref. 89), there is no rigorous theoretical foundation for this value.

In relation to the test calculations regarding the size of the quantum region, the mean absolute percentage deviation (MAPD) is calculated for different sizes of the quantum region as an average over five snapshots as

\[ \text{MAPD} = \frac{1}{5} \sum_{i=1}^{5} \sqrt{\left( \frac{\langle \delta^{(MPA)} \rangle - \langle \delta^{(MPA)} \rangle_{\text{ref}}}{\langle \delta^{(MPA)} \rangle_{\text{ref}}} \right)^2 \cdot 100}, \]  

(54)

where \( i \) is the number of the snapshot and the large quantum region is used as a reference (Fig. 1c).

### 4 Results and discussion

#### 4.1 Required size of the quantum region and redistribution scheme

We have tested different sizes of the quantum region in order to investigate the sensitivity of the results to the location of the quantum–classical border and to find the necessary minimum size of the quantum region needed to obtain reliable results. All numerical results are tabulated in the ESL.† The small and medium quantum regions (Fig. 1) differ only by the addition of two methyl groups in the latter. The computational time for the MPA calculations only increases very little when going from the small to medium region. The large quantum region contains, in addition to the medium one, the complete Phe64 and Val68 residues (shown in red in Fig. 1). Since this leads to a large increase in the computational time (approximately a factor of two when going from medium to large), this quantum region is primarily meant as a reference to test against and not necessarily as a feasible choice for further work. The tests of the different sizes of the quantum region in the polarizable environment are therefore limited to five snapshots of the neutral and anionic GFP.

Tabulated results for excitation energies and MPA strengths are shown in Tables S1 and S2.† The differences in excitation energies are minimal between the different quantum regions, especially for the neutral chromophore. The differences do not exceed 0.03 eV (neutral) and 0.06 eV (anionic) for the small and 0.01 eV (neutral and anionic) for the medium quantum region when using the results on the large quantum region as the reference. The calculations on the neutral and anionic GFP are thus affected slightly differently by the size of the quantum region. We have previously shown that the PE model can accurately describe the influence of the immediate surroundings of the chromophore on the excitation energies by comparing CC2 calculations on cluster models to the corresponding PE-CC2 calculations (using the small quantum region in Fig. 1a).† Here, we have also tested different schemes for the redistribution of the embedding potential parameters from classical sites that are within 1.4 Å of one of the quantum-region atoms, i.e. those at the quantum–classical boundary (Tables S3 and S4).† The excitation energies are not much affected, with differences not exceeding 0.04 eV (neutral) and 0.05 eV (anionic) between different redistribution schemes. Comparison with ref. 61 suggests that these small differences in excitation energies cancel when averaging over a large number of snapshots. Indeed, the average excitation energy of the neutral GFP chromophore (based on 50 snapshots) is equal (3.51 eV) in this work (medium quantum region, redistribution of charges to all sites) and in ref. 61 (small quantum region, redistribution of all multipoles and polarizabilities to one site) with very similar standard deviations (0.037 and 0.038 eV, respectively). The average excitation energy of the anionic chromophore (based on 50 snapshots) is also similar in this work (3.01 eV) and in ref. 61 (3.00 eV) with similar standard deviations (0.035 and 0.034 eV, respectively). The insensitivity of the excitation energy to the size of the quantum region and the treatment of the quantum–classical boundary can be explained by the molecular orbitals (MOs) that dominate the transition. The \( \pi \rightarrow \pi^* \) excitation investigated here is dominated by a transition from the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO), where both MOs are located on the conjugated part of the chromophore. Enlarging the quantum region beyond a certain minimum size only modestly affects those MOs, making the excitation energy rather insensitive to the size of the quantum region. We conclude that it is unproblematic to use the small quantum region for the calculation of excitation energies, as we have done in previous work.61,66

It is interesting to consider the performance of the PE-DFT approach on less localized properties such as 2PA, 3PA and
Fig. 2 Mean absolute percentage deviation (MAPD, eqn (54)) of MPA strengths calculated for the small and medium quantum regions (Fig. 1) relative to those for the large quantum region (see Tables S1 and S2† for the numbers). The charges of the classical sites within 1.4 Å of any atom in the quantum region have been redistributed to all other classical sites. The numbers are based on five snapshots of the neutral (top) and anionic (bottom) GFP chromophores in the polarizable environment of the protein.

Fig. 3 Percentage deviation (PD) of MPA strengths calculated for the medium quantum region (Fig. 1b) relative to those calculated for the large quantum region (see Tables S3 and S4† for the numbers). The charges of the classical sites within 1.4 Å of any quantum-region atom have been redistributed to all other classical sites, while all other parameters are deleted. All numbers for the small, medium and large quantum regions are tabulated in Tables S3 and S4.† Errors for 1PA strengths do not

4PA strengths. The absolute percentage deviations of the MPA strengths, relative to the large quantum region, are calculated as averages over five snapshots (MAPD; eqn (54)) and shown in Fig. 2. It is clear from this figure that 2PA, 3PA and 4PA strengths can be much more affected by the size of the quantum region, and thus are less localized, than the 1PA strength. Indeed, as was the case for the excitation energies, the 1PA strength is barely affected by the size of the quantum region, indicating that the small quantum region can also be used safely for the calculation of 1PA strengths in fluorescent proteins as done in earlier work.90 For MPA strengths, the MAPD decreases significantly when the quantum region is enlarged from small to medium. The decrease is from 76% to 16% for 2PA and from 72% to 10% for 4PA in the neutral chromophore and from 98% to 27% for 3PA in the anionic chromophore. The sensitivity of the results to the size of the quantum region can be explained by the number and location of the MOs involved in the MPA processes. A large number of MOs on and around the conjugated system of the chromophore can be involved in a two-, three- or four-step process from the HOMO to the LUMO. The new MOs that appear as a result of extending the quantum region can thus affect the calculated MPA strengths. The results in Fig. 2 indicate that the additional MOs play a significant role in the MPA process with an even number of photons for the neutral chromophore and with an odd number of photons for the anionic chromophore. The 1PA process, however, is dominated by a one-step HOMO to LUMO transition where both MOs are located on the conjugated system. The addition of MOs on and around the conjugated system will thus not significantly affect the 1PA strength. The MOs that involve the peptide bonds close to the quantum–classical boundary (see Fig. 1) are also modeled more realistically by the medium quantum region, where the Cα atom is substituted by a methyl carbon rather than a hydrogen atom.

In this work we use the hydrogen link-atom approach in the separation of the quantum and classical regions. In this approach, where heavier atoms are replaced by hydrogens, it is necessary to consider how to treat overlapping atoms, i.e. classical atoms that have been replaced by hydrogens in the quantum region, in order to avoid double-counting. Furthermore, due to the close proximity of classical sites to the quantum link atom, there is a risk of overpolarization. The specific treatment of the quantum–classical border affects the polarization of both the quantum and the classical regions, mainly in the area around the border. The aim is to reproduce the electron density as close as possible to the quantum–classical border. While this is in principle possible, it is not necessarily feasible without some form of parametrization. Optimally, one would therefore increase the size of the quantum region until no effect from the specific choice of redistribution scheme is observed. However, since this option is limited by current algorithms and technology, we instead investigate the sensitivity of the MPA strengths with respect to simple redistribution schemes. Percentage deviations (PD) for the MPA strengths of the medium quantum region relative to the large quantum region are shown in Fig. 3 for redistribution of charges to the nearest one, two, three, or all other classical sites, while all other parameters are deleted. All numbers for the small, medium and large quantum regions are tabulated in Tables S3 and S4.†
exceed 3%, indicating that this property is rather insensitive to the quantum–classical border treatment, or, equivalently, that the size of the quantum regions are appropriate for this property. The MPA strengths, on the other hand, can be dramatically affected by the number of sites to which the charges are redistributed. Comparing the MPA strengths of the large and medium quantum regions [Tables S3 and S4†], we observe that the spread between the different redistribution schemes decreases, but even for the large quantum region there are substantial differences. This indicates that a larger quantum region is needed for quantitative calculations when using such simple redistribution schemes. Fig. 3 shows that the difference between the MPA strengths calculated using the medium and large quantum region is smallest on average when charges are redistributed to all other sites. The PDs are less than 10% for both the neutral and anionic chromophore except for the 3PA strength of the anionic chromophore where the PD is 27%, which is still significantly less than for the other redistribution schemes. We have therefore chosen this scheme for the remaining calculations presented in this work. We stress that redistribution and deletion of embedding potential parameters can potentially be avoided by using other schemes to treat the quantum–classical border, such as the frozen molecular orbital approach of Friesner and coworkers, or the optimized effective atom-centered potentials by von Lilienfeld et al., both of which, however, require parametrization for different chemical species.

4.2 Influence of the polarizable environment

Calculated excitation energies and 1PA to 4PA strengths are shown for five different snapshots of the neutral and anionic GFP chromophores in Tables S5 and S6† respectively, both in the absence and the presence of the protein environment. For the neutral chromophore, inclusion of the protein environment leads to a red shift [of 0.09 to 0.16 eV] in the $\pi \rightarrow \pi^*$ excitation energy, as has also been observed in earlier work. The excitation energy of the anionic chromophore is less affected, with changes ranging from a red shift of 0.01 eV to a blue shift of 0.06 eV between the different snapshots. The small shift in the excitation energy of the anionic chromophore can be explained by a cancellation of the blue shift due to electrostatic and ground-state polarization effects (static reaction field) and the red shift due to dynamic polarization effects (dynamic reaction field), as previously described and apparent from the data in Table S7†.

Tables S5 and S6† also reveal that the MPA strengths generally decrease when adding the polarizable environment. In previous work that did not include the EEF effect, we have found an increase in the 1PA oscillator strengths in the different protonation states of GFP, in DsRed and in various other fluorescent proteins. In addition, 2PA cross sections were found to increase when adding the polarizable environment to the neutral and anionic GFP and DsRed chromophores when also corrected for the dependence on the photon energy (see eqn [52]). It has been shown for DsRed that inclusion of the EEF effect, i.e. defining the properties with respect to the external field, leads to a decrease in the 1PA and 2PA strengths compared to the chromophore in isolation, and to a considerably improved agreement with supermolecular calculations.

The percentage change of the MPA strengths relative to the isolated quantum region are shown in Fig. 4 (see also Table S7†). Indeed, we see here that neglecting the EEF effect leads to an increase of MPA strengths in all cases and thus a qualitatively wrong change with respect to the isolated chromophore. In conclusion, we find that the EEF effect is important to obtain both qualitative and quantitative correct results, and in particular for higher-order MPA strengths.

### 4.3 Configurational sampling

Excitation energies and 1PA–4PA strengths are shown in Table 1 as averages over 50 snapshots from a classical molecular dynamics simulation (using medium quantum region and redistribution of charges to all sites). Standard deviations (shown in the same table) are roughly of the same order of magnitude as the strengths themselves for 2PA–4PA, emphasizing the importance of configurational sampling for this molecular system. The 1PA strengths,

<table>
<thead>
<tr>
<th>Neutrals</th>
<th>Anions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{exc}}$</td>
<td>$E_{\text{exc}}$</td>
</tr>
<tr>
<td>1PA</td>
<td>3.51 (0.04)</td>
</tr>
<tr>
<td>2PA</td>
<td>1.84 (0.13)</td>
</tr>
<tr>
<td>3PA (10$^4$)</td>
<td>838 (111)</td>
</tr>
<tr>
<td>4PA (10$^4$)</td>
<td>18 (15)</td>
</tr>
</tbody>
</table>
on the other hand, are much less affected by the sampling, with standard deviations that are more than an order of magnitude lower than the strength itself. We note that the spectral broadening of the excitation energies is decreased by approximately a factor three as a result of the geometry optimization of the chromophore,\textsuperscript{61} which will also have a similar effect on the MPA strengths.

4.4 Limitations

The computational protocol followed here does not allow for a quantitative comparison with available experimental data for several reasons. First and foremost, current exchange–correlation kernels used in time-dependent DFT do not appear to be able to predict quantitatively accurate MPA strengths. Indeed, it has been shown that CAM-B3LYP underestimates the 2PA strength of the GFP chromophore by about a factor of two compared to EOM-CCSD.\textsuperscript{89} Part of the problem can be related to the unreliable prediction of the excited-state dipole moment of \( \pi \rightarrow \pi^* \) excitations by commonly employed exchange–correlation functionals,\textsuperscript{97} which affects the MPA strength for noncentrosymmetric molecules through difference dipole moments. In addition to difference dipole moments, transition dipole moments between excited states also play a role in MPA, adding to the uncertainty of whether current DFT functionals are accurate enough for the calculation of absolute MPA strengths. There is a clear need for benchmarking DFT MPA strengths, which, however, is limited by the lack of accurate and efficient correlated methods for calculating MPA strengths. Secondly, reliable MPA experimental data are needed for a reliable comparison with calculated data. Experimental 2PA cross sections of fluorescent proteins show a large variation between different experimental studies, as discussed in ref. 98. Comparison between calculated and measured values also places demands on the presentation of the experimental data. Ideally, an MPA spectrum should be available, or the reported cross sections should at least correspond to the absorption maximum. This is not the case for available experimental 3PA and 4PA cross sections on GFP.\textsuperscript{67} Moreover, enough details about the experimental setup should be presented to allow for a correct comparison with calculations. In fact, comparison with different experimental setups requires the use of different factors to convert MPA strengths (in atomic units) to cross sections (in macroscopic units), as discussed for 2PA in ref. 89. Therefore, thorough knowledge of both the experimental and computational details is needed for a correct comparison of measured and calculated results. Thirdly, we have here calculated energies and absorption strengths associated with vertical excitations, assuming that the one-photon and multiphoton absorption strengths are resulting from exactly the same (vertical) electronic excitation. Non-Condon effects, however, have been shown to be significant in 2PA and in particular in shifts between 1PA and 2PA spectra.\textsuperscript{99,100} Deviation from the Franck–Condon behavior is thus likely to play a role in both the location and the amplitude of the peaks in the calculated MPA spectra and is therefore important to consider if comparison with experimental spectra is attempted.

The problematic comparison is illustrated by the large discrepancy between the calculated and experimental 2PA cross section for the neutral chromophore. The former is 1.8 GM, using eqn (52) and the average excitation energy and 2PA strength from Table 1 (see Section 3.4 for details on the conversion). This is an order of magnitude smaller than the experimentally measured cross sections reported in ref. 47 and 98. For comparison, we have previously compared experimental and calculated excitation energies using the same multiscale approach. Relative trends between different fluorescent proteins were reproduced even without conformational averaging. However, the calculations overestimated the experimental excitation energies by almost 0.4 eV for neutral and anionic GFP, which we ascribed to imperfections in the used quantum method rather than in the PE model.\textsuperscript{61} We also note that the \( \pi \rightarrow \pi^* \) excitation, which is a HOMO to LUMO transition with both MOs localized on the conjugated system of the chromophore, is not necessarily the one with the highest MPA strength. This has been shown before for 2PA by experiments\textsuperscript{98} and calculations both in isolation\textsuperscript{101} and in a protein environment.\textsuperscript{64} The same has been observed in the present work.

5 Conclusions and outlook

We have extended an open-ended density-matrix-based response theory formulation and its corresponding implementation to include a multiscale description of molecular environment effects modeled by the polarizable embedding model, which enables calculations of electric response and multiphoton absorption properties to any order for molecules embedded in realistic molecular environments. The present implementation is applicable to response properties involving electric dipole and higher-order multipole perturbations. To demonstrate the implementation, we have calculated one-, two-, three-, and four-photon absorption strengths of GFP, making this work the first to explore three- and four-photon absorption cross sections of a chromophore in an explicit (bio)molecular environment. The developments presented here are therefore particularly useful in the development of chromophores for multiphoton microscopy.

We have examined several practical aspects that are important to consider in multiscale modeling applications: convergence with respect to the size of the quantum region, treatment of the quantum–classical border, and the importance of configurational sampling. Concerning the size of the quantum region, we have found that the small quantum region shown in Fig. 1a is appropriate for calculating the excitation energy and 1PA strength of the \( \pi \rightarrow \pi^* \) transition in GFP. The MPA strengths, however, are much more sensitive to the size of the quantum region, as well as to different ways of treating the quantum–classical border. We have used the hydrogen link-atom approach at the quantum–classical border, which means there are parameters on classical sites that are in close proximity to the quantum link atom that need to be taken care of to avoid overpolarization. Here we have investigated simple redistribution schemes where charges that are closer than a specified threshold are redistributed to other classical sites. We found that for MPA strengths it is necessary to either use large quantum regions or, alternatively, to improve the treatment.
of the quantum–classical border, although the latter was not investigated here. Furthermore, configurational sampling was found to be very important for the investigated MPA strengths, where the standard deviations are on the same order of magnitude as the averages.

Finally, we have investigated how different approximations of the polarizable component of the embedding potential affect the MPA strengths. The most important observation is that including dynamic polarization effects without adding the effective external field effect can lead to a significant overestimation of the MPA strengths defined with respect to the external field strength.

In future developments of this methodology, we will seek to include environment effects for other categories of properties such as those involving geometric perturbation of the nuclei of the quantum system. These properties will involve the inclusion of environment effects in spectroscopic phenomena that involve molecular vibrations such as infrared and Raman spectroscopy and variants thereof. Further extensions to cover properties that involve magnetic perturbations, which will make it possible to predict and interpret NMR spectra, are also planned. In addition, work is underway to improve the embedding methodology. Specifically, we are extending the coupling to include the polarizable density embedding model which features improved short-range electrostatics and also models nonelectrostatic repulsion effects, i.e. exchange repulsion/Pauli repulsion.
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