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Combining solid-state NMR spectroscopy with
first-principles calculations – a guide to
NMR crystallography

Sharon E. Ashbrook* and David McKay

Recent advances in the application of first-principles calculations of NMR parameters to periodic

systems have resulted in widespread interest in their use to support experimental measurement. Such

calculations often play an important role in the emerging field of ‘‘NMR crystallography’’, where NMR

spectroscopy is combined with techniques such as diffraction, to aid structure determination. Here, we

discuss the current state-of-the-art for combining experiment and calculation in NMR spectroscopy,

considering the basic theory behind the computational approaches and their practical application. We

consider the issues associated with geometry optimisation and how the effects of temperature may be

included in the calculation. The automated prediction of structural candidates and the treatment of

disordered and dynamic solids are discussed. Finally, we consider the areas where further development

is needed in this field and its potential future impact.

1. Introduction

Nuclear magnetic resonance (NMR) spectroscopy is one of the
most widely-used analytical tools in the chemical sciences.1,2

The sensitivity of this method to the local atomic-scale struc-
ture has seen widespread application in academia, medicine
and industry. Many of the interactions that affect the nuclear

spins (and ultimately provide the wealth of information available
from a spectrum) are anisotropic, i.e., orientation dependent, but
are averaged in solution by rapid tumbling, enabling element-
specific, detailed information on the three-dimensional shape
and chemical bonding of molecules to be determined. In
contrast, solid-state NMR spectra typically exhibit broadened
lineshapes as a result of this anisotropy, hindering the extrac-
tion of information and detailed structural characterisation.1,2

There are a number of approaches now available for improving
resolution (and, concomitantly, sensitivity), many involving
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specialist hardware or complex pulse sequences, opening up
a range of potential opportunities for the characterisation of
solid materials.

Even when high-resolution approaches are used, solid-state
NMR spectra may still contain complicated or overlapped
spectral lineshapes, particularly as the structural complexity of
the materials studied increases, and it can remain difficult both
to assign signals to chemically- or crystallographically-distinct
species and to extract the structural information available.1,2 This
problem can be greatest for inorganic materials, where a range of
less commonly-studied nuclear species are typically investigated,
many of which have inherently low natural abundance or low
sensitivity, and there is often relatively little information in the
literature to aid spectral acquisition or interpretation. In recent
years, these challenges have resulted in growing interest in the
experimental solid-state NMR community in the use of first-
principles calculations, i.e., the computational prediction of
NMR parameters for a specified structural model. The use of
quantum-chemical calculations to predict NMR parameters has
a long history, but most applications have been restricted to
discrete systems.3,4 In these approaches, an extended periodic
solid has to be treated as a small molecule, or cluster of atoms,
with the termination of bonds, usually by H. Such treatment
does not necessarily represent the real solid-state structure; the
artificial presence of a surface affects the electronic properties of
species in the bulk (though the effect decays exponentially with
cluster size), while the electric field (net zero in solids) is non
zero in all but extremely large clusters.5 These phenomena can
affect the computed NMR parameters and may limit their value.

The application of theoretical calculations for solid materials
was revolutionised in 2001 through the introduction, by Pickard
and Mauri, of the gauge-including projector augmented wave
(GIPAW)6–8 approach, which enabled the calculation of magnetic
shielding in a periodic system, using a planewave basis set.
Exploiting the inherent periodicity of a solid, i.e., recreating a
repeating three-dimensional structure from a small-volume unit,
enables accurate calculations for all atoms within a system
simultaneously, providing a significant saving in time and cost.
For experimentalists, calculations have a number of potential
uses, including the assignment of well-resolved spectral reso-
nances for ordered crystalline materials, to support unusual or
unexpected values of experimentally-observed NMR parameters,
or to provide information about parameters that are challenging
to measure experimentally (such as anisotropies or tensor orien-
tations), but that can have a significant effect on the spectra.7–9

Calculations also have the ability to predict spectra and guide
experimental acquisition, particularly when sensitivity is limiting
or acquisition conditions are challenging. For more complex
structures, calculations offer the opportunity to easily evaluate
the effect of structural changes, such as atom substitution or
bond length/angle changes, upon the NMR parameters, and if
there is no confirmed structure for a material, calculated NMR
parameters for candidate structures can be compared to those
determined by experiment.

Calculations can offer significant insight into the interpretation
of the complex NMR spectra exhibited by disordered materials,

providing information by which broadened lineshapes can be
decomposed into a number of different contributions. For some
materials, defining ‘‘the structure’’ using a framework based on
inherent periodicity might not be appropriate, producing an
average structural picture not relevant to the NMR spectrum
observed; however, calculations showing the effect on the NMR
parameters of changes to the local environment can still aid
spectral interpretation. Although calculations are inherently
carried out at 0 K (unless temperature effects are explicitly
considered), they can provide insight into the motional processes
in the solid state. At a very basic level, significant differences
between experiment and calculation can suggest the presence of
dynamics, and as the complete interaction tensor (including
isotropic, anisotropic and orientational information) is deter-
mined, it is then possible to consider how this can be averaged
under different motional models and compare these results to
variable-temperature experiments.

In recent years, the advances in NMR spectroscopy, and
its growing use for determining or refining structural models,
have led to the emergence of a new field, termed ‘‘NMR
Crystallography’’.10,11 While more generally defined in terms
of the use of NMR spectroscopy (often in combination with
diffraction experiments) to determine structural information, in
many applications calculation also plays a major role (an approach
sometimes referred to as ‘‘SMARTER Crystallography’’12). In all
cases, however, the ultimate goal is for the combination of a
number of methods to be able to provide much greater insight
than any individual approach. Here, we set out our philosophy
for combining state-of-the-art experimental solid-state NMR
spectroscopy and theoretical calculations, primarily using the
periodic GIPAW approach, to characterise the structures of
materials. After briefly discussing the basic principles of both
the experimental and computational approaches that are widely
used, we describe the initial calculations required to achieve the
best computational model for the chemical system of interest,
the types of calculation required to determine the full range of
NMR parameters and the steps that can be taken to model the
effects of temperature and disorder on NMR parameters. Finally,
we present our view on the frontiers of the application of periodic
calculations to solid-state NMR spectroscopy and comment on
the status and future development of this field. By its very
nature this overview is not a complete summary of all activity in
this area, and readers are referred to the comprehensive reviews
in ref. 7 and 8 for more information.

1.1 Experimental solid-state NMR spectroscopy

The wide utility of NMR spectroscopy results from the range
of interactions that the nuclear spins experience, and their
ability to report on the local structural environment in an
element- and site-specific manner. For nuclei with spin quan-
tum number I = 1/2, information can be obtained through
the chemical shielding interaction (i.e., the modification of the
local magnetic field by the surrounding electrons), and inter-
nuclear couplings, both through space (dipolar couplings) or
through bond ( J couplings). The anisotropic nature of these
interactions leads to spectral broadening in a powdered solid
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(where all crystallite orientations are present simultaneously).
An example of this can be seen in Fig. 1c, where a powder-pattern
lineshape (simulated for a nucleus subject to an anisotropic
shielding interaction) is shown. Although the anisotropic broad-
ening can, in principle, provide information on symmetry and
bonding, the broadening can hinder spectral interpretation,
particularly when more than one distinct species is present in
the spectrum.1,2 Over the years, the quest to improve resolution and
sensitivity has driven development of both hardware and pulse
sequence design, primarily to remove anisotropy (and achieve
high resolution spectra) and, subsequently, to selectively reintro-
duce and accurately measure anisotropic interactions.

Many of the interactions that affect NMR spectra have a
similar orientational dependence, (proportional to the second-
order Legendre polynomial P2(cos y) = (3 cos2 y� 1)/2), and for a
specific orientation (y = 54.7361) the anisotropic component is
zero. Hypothetically, if it were possible to orient all crystallites in
a powder at this angle simultaneously, high-resolution spectra
would be obtained directly. Although clearly not practical, a
similar effect can be achieved using a physical rotation of the
sample about an axis inclined at 54.7361 to the external magnetic
field, B0, in an approach termed magic angle spinning (MAS),
shown schematically in Fig. 1a.13 Although a distribution of crystal-
lite orientations is still present, if sample rotation is sufficiently
rapid the average orientation for every crystallite is now aligned
along the rotor axis. As shown in Fig. 1, for interactions to
be effectively removed the rotation rate must be comparable to
(or larger than) the magnitude of the interaction. The rotation

rate is limited by the diameter of the sample holder (rotor) that
is used (see Fig. 1b), with the highest commercially-available
rates B110 kHz. MAS is able to remove the shielding anisotropy
(B102–105 Hz), the dipolar coupling (B103–105 Hz) and the
anisotropic J coupling (B1–103 Hz). In most cases, at relatively
slow rotation rates, the lineshape is broken up into a manifold
of ‘‘spinning sidebands’’ (shown in Fig. 1e for a lineshape
subject to a CSA) separated from the isotropic centreband by
multiples of the spinning rate. For some interactions, e.g.,
homonuclear dipolar couplings, fast MAS rates are required
before resolved sidebands are observed. For nuclei with poor
sensitivity (e.g., low natural abundance) signal intensity can be
enhanced by using cross polarisation (CP) – a transfer of
magnetisation from high sensitivity, highly-abundant nuclei
(typically 1H).1,2,14–16 The transfer is mediated via the dipolar
coupling, resulting in spectral editing, with the intensity of the
signal dependent on the spatial proximity of the atoms.

It is also possible to remove anisotropic couplings between
nuclei using decoupling, i.e., the application of radiofrequency
pulses during signal acquisition.1,2,17–20 Decoupling can be per-
formed on static samples (thereby removing couplings but not the
shielding anisotropy) or in conjunction with MAS, particularly in
the presence of strong interactions that would require unfeasibly
high sample rotation rates. Decoupling is usually more straight-
forward for heteronuclear couplings as the S spin can be easily
irradiated during acquisition of the I-spin signal. For homonuclear
couplings (e.g., between I1 and I2) decoupling is considerably more
challenging, requiring simultaneous irradiation and acquisition
of the same spin. This is usually performed using ‘‘windowed’’
schemes, where the acquisition of data points takes place
during short intervals between the decoupling pulses.17–20

NMR spectra for nuclei with spin quantum number I 4 1/2
(which account for B75% of all NMR-active nuclei) are addition-
ally broadened by the quadrupolar interaction (an interaction
with the electric field gradient (EFG) at the nucleus).21 This can
be very large, resulting in spectral broadening of 103–107 Hz. For
most practically-relevant cases, the interaction can be treated as
a perturbation to the conventional Zeeman energy levels. To a
first-order approximation, the effect of the quadrupolar inter-
action is to perturb the Zeeman levels and lift the degeneracy of the
transitions – producing (for half-integer spins) an (unaffected)
central transition (CT) and satellite transitions (ST), with frequencies
that depend on the magnitude of the interaction. In a powdered
sample this results in a sharp CT and broader, powder-pattern
lineshapes for the STs (often not considered when acquiring an
NMR spectrum). When the quadrupolar interaction is large, a
second-order perturbation must also be considered; this affects
all transitions (including the CT, as shown in Fig. 1d for a spin
I = 3/2 nucleus), but is usually much smaller, resulting in spectral
broadening typically over B1–10 kHz. Although MAS could, in
principle, remove the first-order quadrupolar broadening
(if sufficiently fast MAS rates are available), the orientation
dependence of the second-order anisotropic interaction is more
complex (with terms proportional to P2(cos y) and to P4(cos y)).
This results in the retention of the spectral broadening (and
an additional isotropic shift) even under sample rotation, as

Fig. 1 (a) Schematic showing the MAS rotor oriented at the magic angle
with respect to the external magnetic field, B0. (b) Rotors used in MAS NMR
experiments, showing outer diameters and maximum MAS rates. Schematic
NMR lineshapes simulated under (c and d) static and (e and f) MAS conditions,
for a (c and e) spin I = 1/2 and (d and f) spin I = 3/2 nucleus (central transition
only). * denotes diso.
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shown in Fig. 1f, for a nucleus with I = 3/2. Although the shape
and width of the lineshape can provide information, the presence
of more than one component once again limits resolution.

It is possible to remove the second-order quadrupolar broad-
ening completely, but more complex approaches are required.
One option is to utilise sample rotation about two angles. This
can be achieved simultaneously as in the double rotation, or
DOR,21,22 approach, where an inner rotor spins at one angle
(30.561) inside a much larger outer rotor inclined at the magic
angle. In the dynamic angle spinning, or DAS,21,23 experiment
the sample is rotated about two different angles sequentially in
a two-dimensional experiment. Although both approaches have
been successfully applied, they have not generated widespread
interest owing to their technical complexity, the need for
specialist probe hardware and (for DOR) the limited sample
rotation rates that are possible.

A more popular approach, using only conventional hardware, is
the multiple-quantum (MQ) MAS experiment,21,24 where manipula-
tion of the nuclear spins and sample rotation are combined to
remove the second-order quadrupolar broadening. MQMAS is a
two-dimensional experiment where different transitions within the
multi-level nuclear spin systems are correlated in two different time
periods in the pulse sequence. Although very commonly employed,
MQMAS does suffer from relatively poor sensitivity – a problem
addressed by the conceptually similar satellite-transition (STMAS)
experiment,21,25 where the correlation now involves the satellite
and central transitions. STMAS exhibits much higher sensitivity
but is more technically challenging to implement, requiring very
accurate adjustment of the spinning angle, a stable and controlled
spinning rate and accurate pulse timings.

If the anisotropic interactions present are very significant
sufficiently high MAS rates to average these interactions may
not be practically achievable. In such cases, it is possible to
acquire a ‘‘wideline’’ spectrum of a non-rotating sample and
attempt to measure the broad lineshapes directly. This typically
involves the use of spin echo experiments (to avoid lineshape
distortions) and, for very broad lines, can involve the acquisi-
tion of the spectrum in a number of separate steps, acquired at
different frequencies.21,26 Although wideline NMR spectra can
provide information on very large interactions, there is typically
little site resolution and it is generally only feasible to extract
information when the number of species present is low.

Following the acquisition of high-resolution NMR spectra,
there are many ways to obtain additional information. In
many cases, the aim is to selectively reintroduce (or recouple)
interactions that have been removed by MAS, such that they can
be accurately measured separately.1,2,27,28 The measurement of
additional parameters aids unambiguous spectral assignment
and provides more information for comparison to calculated
parameters. The interactions between spins can also be exploited
for the transfer of magnetisation in two-dimensional experi-
ments,1,2 which are able to probe through-bond connectivities
(via the J coupling) or spatial proximities (via the dipolar
coupling).

Whatever the type of spectrum acquired, extracting accurate
NMR parameters and deciphering the structural information it

contains remains a perpetual challenge. Without help from
computation it is possible that much of the structural insight
afforded by NMR spectroscopy will lie unexploited. Under-
standing how computation can work alongside experiment
and aid spectral interpretation is, therefore, a vital step in the
structural characterisation of complex materials.

1.2 Theoretical simulation of solid-state NMR parameters

In order to compute the NMR parameters for a solid, a
quantum mechanical (QM) model, whereby the Schrödinger
equation is approximated, is required, providing the total
energy from which all properties can subsequently be derived.
The overwhelming majority of QM calculations applied to the
solid state adopt the framework set out by density functional
theory (DFT), where the ground state electronic energy, E0, can
be described as a functional solely of the electron density,
r(r).29,30 Within DFT, the electronic energy is given by

E0[r(r)] = ENe[r(r)] + TS[r(r)] + J[r(r)] + EXC[r(r)], (1)

where ENe, TS and J describe the nucleus–electron interaction
energy, kinetic energy of non-interacting electrons and classical
Coulomb interactions between electrons respectively, all of
which are known and can be computed efficiently. However,
the form of the final term the exchange–correlation energy, EXC,
is not known exactly. As a result, approximations to DFT are not
amenable to systematic improvement. Many exchange–correlation
functionals are available and their development is a continuing
area of research. The simplest approach is the local density
approximation (LDA), which models a slowly varying electron
density by considering r to be constant at each spatial coordinate.
This allows ELDA

XC to be approximated to the exchange–correlation
energy of a uniform electron gas, of equivalent electron density,
which can be solved exactly. While LDA has been applied success-
fully to many systems, because the true electron density of a
chemical system is prone to rapid variation, especially close to the
nuclei, it is known to overbind,3,31 resulting in short internuclear
distances and significantly overestimated atomisation energies.
Improvement is possible using the generalized gradient approxi-
mation (GGA), where the gradient of the electron density,rr(r), is
included in EGGA

XC . A popular GGA exchange–correlation functional
is that of Perdew, Burke and Ernzerhof (PBE);32 the method of
choice in many of the studies discussed here. Hybrid DFT
functionals, popular in molecular NMR calculations,33 have been
suggested to improve solid-state properties, such as the band
gap.34 However, such functionals are expensive in the solid state
and so their application to solids is not common.

Owing to the periodic nature of most solids, Bloch’s
theorem,

V(r + L) = V(r), (2)

where V(r) is the potential at r and V(r + L) is the potential at r
displaced by the lattice vector L, applies. A major impact of this
theorem is that it allows the computational problem to be
reduced to a single unit cell. Since r is periodic, the magnitude
of the wavefunction c(r) is periodic. However, the phase of
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the wavefunction is said to be only quasi-periodic. The wave-
function can, therefore, be written as

ck(r) = eik�ruk(r), (3)

where eik�r is an arbitrary phase factor and uk(r) is a periodic
function. Most solid-state DFT codes represent the wavefunc-
tion via planewave basis sets,

ukðrÞ ¼
X
G

cGke
iG�r; (4)

where cGk are Fourier coefficients and G are reciprocal lattice
vectors.

Two key factors contribute to the quality of a planewave DFT
calculation: (i) the number of indices k in eqn (3) and (4)
(termed k-points) for the sampling of the first Brillouin zone
in reciprocal space; and (ii) the number of indices G in eqn (4)
(termed G-vectors) for the number of planewave basis functions.
The choice of these parameters is typically treated as a conver-
gence problem, where each is improved separately to the point
where the desired property is invariant (at an appropriate level of
accuracy) to further improvement. The k-points are typically
placed on a Monkhorst–Pack (MP) grid,35 where the density is
easily controlled by a k-point spacing parameter, which is then
transferable between related systems. The number of planewaves
is simply controlled via a kinetic energy cut off,

Ecut ¼
�h2

2m
Gj j2; (5)

giving a simple parameter for systematic improvement of the
basis set. Fig. 2 demonstrates convergence testing in PBE
GIPAW calculations on berlinite (AlPO4). Fig. 2a and b demon-
strate convergence against Ecut, with k-point spacing fixed at
0.1 2p/Å. Fig. 2a shows convergence of the total energy, DE
(solid red line, relative Ecut = 10 Ry), and CPU time (dashed blue
line). Fig. 2b shows convergence of the 17O NMR parameters
siso (red line) and CQ (dashed blue line). Fig. 2c and d show

convergence of the same quantities (DE relative that with to
k-point spacing of 1 2p/Å) against the number of k-points (with
Ecut fixed to 30 Ry). Convergence against Ecut is variational
(systematically improved with increasing Ecut). Note that the total
energy typically converges more rapidly than derived properties.
The use of symmetry can greatly increase computational efficiency
as symmetrically-equivalent k-points are not required, meaning
fewer k-points can be used to achieve the same density of MP grid.

An additional consideration in many planewave DFT codes is the
use of pseudopotentials. These allow for two key approximations to
be applied to the core regions of atoms, providing enormous
efficiency benefits with little loss in accuracy (since the total energy
and most chemical properties rely on the valence regions): (i) the
frozen core approximation, where the region within a defined
atomic core radius, rcut, is determined from an isolated atom
and fixed thereafter, thus reducing the number of electrons that
need to be explicitly considered; and (ii) the rapid oscillations
of wavefunctions close to nuclei are removed and replaced with
a ‘‘smoothed’’, or ‘‘pseudised’’ wavefunction (and associated
potential) more easily described by the planewave basis set.
The most commonly-adopted pseudopotentials are norm-conserving
pseudopotentials (NCP).36 Though widely adopted in condensed
matter calculations, these suffer from poor transferability
and lack ‘‘softness’’, requiring large Ecut values, thus reducing
computational efficiency. Another approach is that of ultra-soft
pseudopotentials (USP),37 in which the norm-conservation rule
is relaxed. USPs offer increased softness and transferability,
though their increased complexity has slowed their implementa-
tion in scientific codes. Their use in the CASTEP code38 for many
tasks (including NMR calculations39) has recently been shown to
be well converged against the all-electron WIEN2k40 and other
solid-state DFT codes.41

For certain solid-state properties, such as NMR chemical
shifts, the nature of the all-electron (AE) wavefunction, in
particular in the region close to the nucleus, is important.
Following a pseudopotential electronic structure calculation, it
is desirable to reconstruct the AE wavefunction before calculat-
ing such properties. A method for performing this reconstruc-
tion through the projector augmented wave (PAW) was set out
by van de Walle and Blöchl42 as

cAEðrÞ ¼ T cPSðrÞ; (6)

where the transformation operator, T , is generated alongside
the pseudopotential. A key extension of this theory that has
resulted in the widespread uptake within the solid-state NMR
community is the GIPAW method,6 and later its implementa-
tion with USPs.39 Therein T is replaced with a field-dependent
transformation operator, T B, which resolves the gauge-origin
problem introduced by PAW.43 GIPAW allowed magnetic
response properties to be computed for the first time in a
periodic DFT code.

A more recent development for solid-state NMR calculations
is the consideration of scalar relativistic effects through use
of the Zero-Order Relativistic Approximation (ZORA) in the
pseudopotential generation.44 Relativity becomes increasingly
more relevant with increasing nuclear mass, as the velocities of

Fig. 2 Plots demonstrating convergence of (a and c) DE and CPU time
and (b and d) siso and CQ against (a and b) Ecut and (c and d) number of
k-points. In each case the red line corresponds to the left vertical axis and
the dashed blue line to the right vertical axis.
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electrons near the nucleus approach a significant fraction of
the speed of light. Relativistic effects can be considered through
less accurate Koelling–Harmon calculations, which give absolute
shielding values that differ from ZORA values approximately
by a constant and, therefore, could be dealt with by referencing
(see Section 2.1.2). However, with more recent advances, such
as J-coupling calculations (see Section 2.1.5), in which the core–
valance interactions become vital, require highly accurate con-
sideration of relativistic effects.

2. The combination of solid-state NMR
and planewave DFT
2.1 NMR parameters and conventions

2.1.1 Chemical shift anisotropy. The position of the signal
in an NMR spectrum is affected by the interaction of the
chemical shift tensor, d, with the induced magnetic field, and
is typically quoted (in ppm) relative to a reference material. In
contrast, GIPAW calculations provide the absolute magnetic
shielding tensor, r, where,

d ¼ rref � r
1� rref

; (7)

approximated to

d E rref � r, (8)

if |rref|{ 1. r is a second-rank tensor that represents the
response of the electrons to an applied magnetic field, Bext,
with an effective Hamiltonian

H ¼ �
X
K

gKIK 1� rKð ÞBext; (9)

where gK is the gyromagnetic ratio of K and IK is its spin angular
momentum. The electronic response results in an induced
magnetic field, Bin, which arises, from orbital currents, j(r0),
computed using perturbation theory.

Bin(RK) = �rKBext, (10)

BinðrÞ ¼
1

c

ð
d3r0jðr0Þ � r� r0

jr� r0j3: (11)

Diagonalisation of the symmetric part of r gives the three
principal components, where, by convention,45 |s33| Z |s22| Z |s11|
(i.e., |d11| Z |d22| Z |d33|) and the isotropic magnetic shielding,
siso = (s11 + s22 + s33)/3. Common conventions for describing
the chemical shift anisotropy (CSA) are due to Herzfeld and
Berger, and Haeberlen.46 In the former, the span, O = (d11� d33) =
s33 � s11 (O Z 0), describes the width of the lineshape and the
skew, k = 3(d22 � diso)/O = 3(siso � s22)/O(�1 r k r 1),
describes the asymmetry of the tensor, where k = �1 repre-
sents axial symmetry. In the latter convention, where
|dzz � diso| Z |dyy � diso| Z |dxx � diso|, the reduced anisotropy,
d = dzz� diso and asymmetry parameter, Z = (dyy� dxx)/d(0 r Zr 1)
are used.

2.1.2 Referencing. Although it is possible in theory to
determine an experimental absolute shielding (which could

then be directly compared to calculation) it is more common to
use a reference shielding, sref, to produce a computed chemical
shift, dcalc

iso . sref can be determined by comparing scalc
iso for a model

system to the known experimental dexp
iso . More statistically-

accurate referencing (due primarily to better error cancellation)
can be achieved by fitting data for a series of compounds by
plotting – scalc

iso vs. dexp
iso . The computed chemical shift is then

given as

dcalciso ¼
c� scalciso

m
; (12)

where c and m are the intercept and slope, respectively,
from linear regression. For well-described systems, m E 1 (or
can be constrained to be 1) and so, extrapolating to zero
chemical shift, sref = c (i.e., dcalc

iso = sref � scalc
iso ). Similarly, sref

can be established by comparing mean isotropic parameters,
hscalc

iso i and hdexp
iso i, (effectively a method of setting m = 1) and

extrapolating to dexp
iso = 0. However, in some cases, while a good

correlation may be seen, m deviates substantially from 1 and so
must be considered. For 19F, Griffin et al. found m = 1.47 (R2 = 0.98)
for GIPAW computation of 20 F-containing compounds;47 similarly
Zheng et al. found m = 1.16 in 19F NMR data for 48 inorganic
materials.48 Such deviations may imply errors in the structural
model or shortcomings of the exchange–correlation functional
employed. Sadoc et al. found m = 1.43 from a range of Group I,
Group II and lanthanoid metal fluorides.49 The deviation from
unity was suggested to be due to the poor representation of
some systems (CaF2, LaF2 and ScF2) by the PBE exchange
correlation functional, where, in the case of Ca, adjustment
of the pseudopotential improved results. In 13C NMR, Harris
et al. found m = 1.06 and c = 172.6 ppm in a study of a- and
b-testosterone.50 While this appears close to unity, it was found
that fixing m = 1 led to a reference shielding of 169.2 ppm.
Johnston et al. found m = 1.139 and c = 177.9 ppm for
carbohydrates51 and later Brouwer et al. found m = 1.137 and
c = 178.9 ppm for a-glucose.52 In 89Y NMR studies of disordered
ceramics, sref = 2646.5 ppm was established by Reader et al.
through comparison of hscalc

iso i and hdexp
iso i for the two inequiva-

lent 89Y nuclei in Y2O3.53 This provided reasonable agreement
between predicted and experimental shifts, with errors of 0.3–1%
of the 89Y shift range. In a following study, Mitchell et al.
investigated the 89Y CSA in Y2(Sn,Ti)2O7 solid solutions.54 With
the same sref, the principal shielding components, sii, and span,
O, were found to be in reasonable correlation with experiment,
but with slopes of o1 (R2 = 0.97 and 0.94 and m = 0.87 and 0.90
for sii and O respectively). Therefore, in order to provide a more
useful comparison with experiment, the computed and experi-
mental 89Y NMR parameters of the end members were used to
scale those predicted for solid solutions.

2.1.3 Quadrupolar nuclei. For nuclei with spin I 4 1/2, the
second-order quadrupolar coupling interaction results in broad-
ening that cannot be removed using MAS. As a result, experi-
mental measurement of NMR parameters for quadrupolar nuclei
is non-trivial, and a number of techniques to achieve this have
been outlined in Section 1.1. In contrast, calculation of quad-
rupolar NMR parameters is straightforward and requires little
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computational expense, since the EFG tensor, V(r), responsible
for such interactions is simply a function of the total charge
density, n(r). The calculation of V(r) under planewave DFT,55

using the GIPAW approach, is

VabðrÞ ¼
ð
d3r0

nðr0Þ
jr� r0j3 dab � 3

ra � ra
0� �

rb � rb
0� �

jr� r0j2

" #
; (13)

where eigenvalues VXX, VYY and VZZ (with |VZZ| 4 |VYY| 4 |VXX|)
give the quadrupolar coupling constant, CQ (typically on the
order of MHz) and the quadrupolar asymmetry parameter, ZQ,

CQ ¼
eQVZZ

h
; (14)

ZQ ¼
VXX � VYY

VZZ
; (15)

where Q is the nuclear quadrupole moment. Experimentally, in
cases where sensitivity is low, lineshapes are highly distorted
or there are several quadrupolar lineshapes are overlapping,
it may not be possible obtain CQ and ZQ individually. Using
MQMAS or variable-field experiments, it may, however, be
possible to determine the quadrupolar product,

PQ ¼ CQ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZQ2

�
3

q
: (16)

Computationally, CQ is typically predicted in reasonable corre-
lation with experiment, with reported linear regression fits
of R2 4 0.97 for several nuclei, including 17O, 27Al, 127I, 93Nb,
79,81Br, 25Mg, 35,37Cl, 137Ba and 14N.7 However, reported linear
regression gradients consistently greater than unity reveal CQ is
typically systematically overestimated by DFT,7 suggesting
trends in predicted CQ are more reliable than absolute values.

2.1.4 Direct (dipolar) spin–spin coupling interactions.
Dipolar coupling arises from the interaction of a nuclear spin
with the magnetic field generated by the spin of a neighbouring
nucleus. Owing to the close proximity of nuclei in solids (and
the lack of tumbling), every nucleus will exhibit a non-zero
dipolar coupling to other nuclei. The dipolar coupling constant,
b, between spins K and L is dependent on the internuclear
distance rKL such that

bKL ¼ �
m0
4p

gKgL�h

rKL
3
; (17)

where m0 = 4p � 10�7 H m�1 and gK and gL are the nuclear
gyromagnetic ratios. Therefore, in order to compute such inter-
actions, only the geometrical (rather than electronic) structure
of the material is required.

2.1.5 Indirect ( J) spin–spin coupling interactions. In contrast
to the dipolar coupling, J-coupling interactions are mediated by
electrons, and the electronic structure is required for computation.
The induced magnetic field, Bin, is given as

Bin RKð Þ ¼ 2p
�hgKgL

JKL � lL; (18)

where RK is the position of nucleus K and JKL is the total
J-coupling tensor associated with the magnetic field induced
at nucleus L by nucleus K. The mechanism of J-coupling

interactions comprises a combination of spin and charge
polarisation effects. Following two key developments in the
implementation of J-coupling calculations under planewave
DFT with pseudopotentials56 and later with USPs including
scalar (ZORA) relativistic effects,44 it has become possible to
predict J couplings in the solid state. From a practical point of
view it should be noted that, as with calculations of defect
properties, convergence of J-coupling parameters with unit cell
size is required. This ensures the distance R(K,L) between the
perturbing nucleus, K, and the nucleus at which a magnetic
field is induced, L, is significantly shorter than R(K,L0), where L0

is a periodic image of L, thus minimising interactions between
the perturbation and its periodic image. Furthermore, as the J
coupling is symmetric, it should be verified that JKL � JLK = 0
through separate calculations with each as the perturbing
nucleus. The experimentally-observable isotropic J coupling is
obtained from the trace of J. The presence of a J coupling is
often considered to be indicative of a chemical bond. However,
examples of J-coupling interactions that can be formally
described as through space in nature have been observed.47,57–60

A recent study by Sanz-Camacho et al.,57 found that in the solid
state, intermolecular 31P–77Se J coupling could be observed in
Naphtho[1,8-cd]1,2-diselenole tert-butylphosphine, 1, (Fig. 3a).
Two 77Se resonances are observed: a doublet at d = 176 ppm,
(J = 319 Hz), and a multiplet at d = �210 ppm (J E 340 and
270 Hz); surprising given the presence of just one P per molecule.
GIPAW DFT J-coupling calculations (performed on a 2 � 1 � 1
supercell) confirmed two JSe–P interactions per Se. Calculations
predicted through-bond JP–Se couplings of�290 and�324 Hz and
through-space JP–Se couplings of 66.6 and 348 Hz for Se1 and
Se2, respectively. The Coupling Deformation Density (CDD)
plot, generated at the non-relativistic level, shown in Fig. 3b,
allows visualisation of the polarisation of the electron density

Fig. 3 (a) 77Se (9.4 T, 5 kHz MAS) NMR spectrum of 1, with isotropic
centreband multiplets denoted *. (b) CDD plot of the 77Se2–31P through-
space J coupling in 1 at the PBE/USP (non-relativistic) level. Reprinted with
permission from ref. 57 Copyright 2015 American Chemical Society.
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that occurs as a result of the coupling and confirms the
coupling is mediated by the P and Se lone-pairs.

2.2 Geometry selection and optimisation

A vital pre-requisite for ab initio prediction of NMR parameters
is an accurate structural model. Models can be generated
computationally or from experiment, the latter typically using
Bragg diffraction. In both cases, it is important to understand
the expected accuracy (and limitations) of any experimental
approaches, to consider exactly how structures were generated
and whether they have been modified in any way. The sensitivity
of NMR spectroscopy to the local structural environment can
result in significant variation of NMR parameters as a result of
only very small changes in the geometry. In many cases, the
structural models produced initially do not correspond to a DFT
energy minimum. For example, those generated computationally
may have been produced using a different level of theory, or may
result from a manual modification of an existing structure (i.e.,
substitution of atom types). Models refined from diffraction
measurements will vary in accuracy depending upon whether
they have been obtained from single-crystal or powder X-ray
diffraction (XRD), using synchrotron radiation or from neutron
diffraction. Typically, diffraction experiments are performed
between room and cryogenic temperatures, while DFT calcula-
tions typically do not include temperature effects, effectively
representing the system at absolute zero. As a consequence,
the experimental unit cell volumes and atomic positions may
differ from those in the lowest-energy DFT structure.

Although NMR calculations are valid for all possible atomic
arrangements, it is generally recommended to first optimise
the atomic positions at the DFT level of theory, minimising
the forces acting upon the atoms. Important considerations
include the optimisation protocol, the use of symmetry, which
allows high computational efficiency but may prevent the location
of lower-symmetry minima, and the use of a dispersion correction
scheme, particularly for molecular crystals or flexible materials.

2.2.1 The effect of geometry optimisation. The importance
of geometry optimisation prior to the calculation of NMR
parameters is well established.7,8,61,62 In particular, if XRD
is used as the source of the structural model, H atoms can
be particularly far from optimal positions. As a result, one of
three protocols is typically adopted: (i) optimisation of the
H atom positions only (if present); (ii) optimisation of all
atomic positions; or (iii) optimisation of atomic positions and
unit cell vectors.

Yates et al. demonstrated the importance of geometry opti-
misation in a combined computational and experimental study
of flubiprofen,62 where mean differences between experimental
and computed 13C NMR dcalc

iso values were improved from 5.5 ppm
for the XRD structure to 2.7 ppm through strategy (i), and
finally to 2.5 ppm by strategy (ii). 1H and 19F NMR parameters
were also improved, and structural parameters were shown to
more closely match neutron data than those from XRD. Brouwer
et al.52 investigated the 13C CSA tensors for two forms of glucose,
a-glucose (structure obtained from neutron scattering) and
a-glucose�H2O (structure from single-crystal XRD). The former

showed good agreement between predicted and experimental
NMR parameters, whereas the latter required optimisation of
the H positions before agreement could be obtained. Although
one might reasonably expect the position of heavier atoms to
be more accurately determined using XRD, optimisation of
the atomic positions of nearby atoms may still produce better
agreement between experimental and calculation and, more
generally, may improve on any inherent inaccuracies and
refinement biases. The larger shift range often observed for
heavier atoms, and the presence of a number of interactions
(e.g., quadrupolar couplings) can provide a sensitive probe of
specific geometries, particularly for inorganic compounds. For
the microporous aluminophosphate, AlPO-14, Ashbrook et al.
found significantly-improved agreement between computed
and experimental 27Al and 31P NMR parameters upon optimisa-
tion.9,63 GIPAW calculations of dcalc

iso , following optimisation of
XRD geometries, gave mean unsigned errors (MUE) against
experiment for 27Al and 31P of 4.5 and 3.7 ppm by strategy (i), 2.1
and 2.6 ppm by strategy (ii) and 1.0 and 2.6 ppm by strategy (iii).
Indeed, for 31P, geometry optimisation changed the spectral
assignment. Predicted 27Al quadrupolar parameters were also
significantly improved upon optimisation, reducing the MUE in
CQ from 3 to 0.3 MHz.

The aim of NMR crystallography is the production of a
structural model that gives a closer match to experimental
NMR spectra, with DFT optimisation of the crystallographically-
determined structure typically playing a key role. This has led
some to remark that the accuracy of neutron scattering may be
achieved through the combination of X-ray crystallography and
DFT geometry optimisation,62,64,65 with fitting to solid-state NMR
spectra providing experimental verification of the optimised
structure. As examples, Kibalchenko et al. studied three possible
models for the hydrogen-bonding network in a-D-galactose,
comparing PBE and semi-empirical KT3 exchange–correlation
functionals for geometry optimisation (H positions only) and
GIPAW calculations.65 Upon optimisation of the H positions,
two of the models were indistinguishable, but 1H GIPAW
calculations were able to distinguish between the remaining
options. Widdifield and Bryce,66 exploited the sensitivity of the
81Br CQ to the local structure to refine the displacement of Br
along the c axis in MgBr2. Best agreement with experiment was
obtained when the unit cell parameters were varied in the
optimisation. In some cases, the changes produced by geometry
optimisation can alter the scientific conclusion, as demonstrated
by Johnston et al.67 who had shown in previous work that many
bulk powders of NaNbO3, prepared using a variety of synthetic
approaches, contained a mixture of different perovskite
phases.68 GIPAW calculations by other authors69 had suggested
that 93Nb NMR would provide a useful tool for distinguishing
between NaNbO3 polymorphs, but high forces on the atoms
indicated optimisation may be required. Upon optimization of
the structural models, most of the phases exhibited very similar
NMR parameters (with some 93Nb CQ values changing by as
much as B20 MHz) suggesting that 93Nb NMR would not be able
to distinguish polymorphs, or to confirm the phase purity of a
synthetic sample.67
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Although the advantages of geometry optimisation are well
established, it should be noted that this is not always required.
If initial structural models are accurate (i.e., have low forces on
the atoms) satisfactorily good agreement with experiment may
be obtained. This can be the case when models are obtained from
neutron diffraction52,62 or using more sophisticated diffraction
approaches. This was shown in a study of AlPO-15,70 where two
structural models were considered, one obtained using charge-
density experiments and one using synchrotron single-crystal
diffraction. Good agreement with experiment was obtained
for both candidate structures, without any optimization. The
increased accuracy of the initial models was reflected in the
average rms displacement of any atom along either x, y or z
upon optimisation (0.015 Å and 0.026 Å), in comparison to
the 0.0925 Å observed previously for a structure of templated
AlPO-14 obtained from power XRD.63 Avoiding optimization
also has the advantage that no errors or inaccuracies in
geometry can be introduced from insufficiently high levels of
theory, or the neglect of any interactions within the theoretical
framework used. This problem was encountered by Martineau
et al.,71 who found that agreement between experimental and
calculated 19F NMR parameters in a-LaZr2F11 was poorer upon
DFT optimization.

2.2.2 Optimising with dispersion corrections. Perhaps the
most significant development in DFT in recent years has been the
introduction of semi-empirical dispersion correction (SEDC)
schemes. Dispersion interactions are responsible for the attractive
term of the 12-6 Lennard-Jones potential, and result, quantum
mechanically, from long-range electron correlation effects of non-
overlapping charge densities. As most current DFT exchange–
correlation functionals consider only local correlation effects,
the dispersion energy is missing. The consequences of this can
be significant when considering systems in which dispersion
dominates, such as van der Waals complexes, or those with p–p,
CH–p and host–guest interactions, which may be entirely respon-
sible for crystal packing. A number of DFT dispersion correction
schemes (so-called ‘‘DFT-D’’ methods) have been developed in
recent years, which aim to parameterise the C6 coefficients in the
Lennard-Jones potential through pairwise dispersion potentials.
Common examples include Grimme’s DFT-D272 (termed G06 in
some GIPAW codes) and the Tkatchenko and Scheffler scheme
(TS),73 although others are available.74–77

The neglect of dispersion interactions in a DFT calculation
can have a number of effects on the optimisation of a structural
model, commonly including expansion of the unit cell.
The magnitude of these changes depends upon the functional
used, and might be less of a concern in densely-packed rigid
crystal lattices, but can be very significant for molecular crystals
(where the absence of dispersion can cause the structure to
‘‘fall apart’’ or the packing of molecules to be significantly
altered under DFT optimisation), or for more flexible micro-
porous solids, such as metal–organic frameworks (MOFs). For
example, no energy minimum was found for the narrow-pore
form of MIL-53(Al) under DFT (PBE) optimisation, with the
structure opening up to give the large-pore form.78 However,
using the DFT-D2 scheme, an energy minimum was obtained.

One solution to prevent unreasonable cell expansion is to
constrain the cell parameters to those determined by diffraction.
This is a commonly-used approach for molecular crystal struc-
tures, and was employed in many of the examples described in
the previous section. However, this is not always a useful
solution, as it assumes not only that the experimental measure-
ments are accurate, but that the ‘‘average’’ structure produced by
diffraction experiments at finite temperature is similar to the 0 K
DFT energy minimum. This approach will also cause problems
for any cases where there is modification of the model (e.g., atom
substitution) prior to optimisation.

In recent years the inclusion of SEDC schemes in many
planewave codes has enabled their use in geometry optimisa-
tion, and also in modelling adsorption or surface interactions.
Dudenko et al.79 exploited SEDC schemes in recent work
probing intermolecular hydrogen bonding and p–p interactions
in an organic co-crystal. DFT optimisation using PBE gave a
unit cell expansion of B19%, while the use of DFT-D2 and TS
both resulted in a contraction of the unit cell (of B6% and
B3%, respectively). Best agreement with the experimental unit
cell parameters was achieved using TS, and this correction also
gave the closest agreement with the chemical shifts calculated
for a fixed unit cell. A Grimme (D2) dispersion correction
scheme was also used by Folliet et al.80 to study the adsorption
of glycine into mesoporous silica, with calculated NMR para-
meters able to differentiate between different binding sites
(e.g., vicinal silanols or at silanol nests). The flexibility of MOFs,
described above, can result in significant changes in structure
and NMR parameters after DFT optimisation. Fig. 4 shows the
example of MIL-53(Sc),81 where the diffraction-based structural
model of the closed-pore form (green in Fig. 4) shows a
‘‘flattened’’ pore structure resulting from p–p interactions between
the terephthalate linkers. However, the predicted NMR parameters,
given in Table 1, are in relatively poor agreement with experiment.
DFT optimisation using purely PBE gives a more expanded
structure (black in Fig. 4), and the NMR parameters are
significantly different, and in poor agreement with experiment.
Fig. 4 shows that the optimised structures obtained using
either PBE with DFT-D2 or TS correction schemes are extremely

Fig. 4 Overlay of the XRD structure of MIL-53(Sc) (green) and those
optimised under PBE (black), PBE-D2 (grey) and PBE-TS (red).
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similar to that from diffraction, and the NMR parameters are
much closer to experiment. Sneddon et al.82 considered the
effect of SEDC schemes for AlPO frameworks – porous materials
which have more structural flexibility than dense solids, but are
more rigid than many MOFs. For a series of as-made AlPOs,
poor agreement between experimental and calculated NMR
parameters was observed when diffraction-based structures
were used, demonstrating the need for optimisation. Optimisa-
tion using PBE alone resulted in an increase in unit cell volume
(of 2.5–4%), while the use of DFT-D2 or TS dispersion correc-
tions with PBE gave a decrease in cell volume (of 0.5–1%).
Interestingly, calculated NMR parameters showed much better
agreement with experiment after optimisation, but very little
difference was observed for structures optimised with or with-
out dispersion, as a result of the similarity of the local structure
in the optimised models.

2.3 Computational structure generation

In some cases, diffraction-based structural models are not
available or are incomplete, and an alternative approach is
required. The simplest option is to manually adapt an available
model for a related material with a similar structure, making
atom substitutions, removing water molecules and modifying
the length of alkyl chains or orientation of molecules. This can
be very successful, although optimisation of the geometry (and
the unit cell dimensions) is now a necessity. It is also possible
to obtain partial or approximate structural models from other
experimental and theoretical approaches, including solid-state
NMR spectroscopy, where measurements that rely on dipolar
interactions can provide distance constraints. As an example,
elegant work by Brouwer et al. provided structural models for
silica zeolites from 29Si–29Si double-quantum experiments.83 An
automated model-building algorithm, which searches for the Si
coordinates that provide best agreement between calculated and
experimental double-quantum signal intensities was employed,
along with some basic information (typically the space group)
from diffraction. However, although a ‘‘structure solution’’ is
obtained using this approach (i.e., the zeolite topology has been
determined), the model remains incomplete, as the position of
the bridging oxygen atoms is unknown, and there is uncertainty
in the exact Si positions. Models can be refined either by DFT
optimisation84 or by using NMR parameters (measured experi-
mentally) as constraints.84,85 Perras and Bryce proposed a similar
approach for the refinement of materials for which only low

quality structural models were available, minimising the differences
between experimentally-determined EFG tensors in Na2Al2B2O7 and
those predicted by calculation.86 EFG tensor components were also
used as constraints in the further refinement of the structure of
ZrMgMo3O12.87 In work by Martineau et al.,12 basic powder XRD
information (space group and unit cell parameters) was combined
with a variety of solid-state NMR measurements (27Al, 19F and 67Zn
NMR of the framework, and 1H, 13C and 15N NMR of the linker) to
provide constraints for structural models of a Zn3Al2F12�[HAmTAZ]6
MOF. These were used as input for Monte-Carlo-based searches
for candidate structures. Optimization of the atomic coordinates
of the most likely structure was carried out using DFT, and the
calculated NMR parameters shown to be in good agreement with
experiment, confirming the accuracy of the model.

2.3.1 Crystal structure prediction. If structures cannot be
determined experimentally, it is possible to use computational
crystal structure prediction (CSP) methods to generate candidate
crystal structures, given the molecular formula, stoichiometry,
symmetry or unit cell parameters (if available) of the compound
in question. Such a global minimisation problem quickly becomes
computationally expensive due to the many interdependent
variables present. Indeed, whether an algorithm to perform
such a task exists is an open question in modern mathematics.
However, considerable progress has been made, particularly in
predicting crystal structures of organic molecules, as shown in
a series of blind tests.88–92 Two methods that have been applied
to address this problem, where authors frequently also com-
pute NMR parameters for structural verification, are (i) the CSP
method of Day93 and (ii) the ab initio random structure search-
ing (AIRSS) method of Needs and Pickard.94

In 2010, Day, Emsley and co-workers demonstrated the
use of 1H solid-state NMR, CSP and GIPAW calculations for
the NMR-crystallographic determination of thymol.95 The CSP
adopted the general protocol introduced earlier:96 (i) subject
the isolated molecule to a conformational search under mole-
cular mechanics (MM); (ii) generate loosely-packed crystal
structures of rigid molecules through Monte Carlo simulated
annealing in common space groups and (iii) optimise selected
stable structures (ca. 104) through a hybrid DFT/MM approach
and rank by energy. From these, ‘‘physically realistic’’ structures
(o10 kJ mol�1 above the most stable) were subjected to periodic
GIPAW DFT calculations. Comparison of computed and experi-
mental 1H chemical shifts, and of 1H spin-diffusion data, led to a
predicted structure with a rmsd of 0.29 Å from the single-crystal
XRD structure. Interestingly, the best structure was the third
lowest in energy, emphasising the advantage of using a combi-
nation of methods (as opposed to CSP alone). In a subsequent
study,97 this strategy was applied to the structural determination
of four pharmaceutically-important molecules, namely cocaine,
flutamide, flufenamic acid and theophylline. For the first three,
the method was successful in determining the known XRD
structures, although it was noted that (partial) assignment of the
experimental spectrum adds to the robustness of the method, as
the order of dcalc

iso values can change between predicted struc-
tures. In the case of theophylline, failure to discriminate between
candidate structures was suggested to be due to the presence of

Table 1 Experimental and GIPAW-calculated 45Sc NMR parameters for
calcined, dehydrated MIL-53(Sc)

Expt.

GIPAW

XRD PBE PBE-D2 PBE-TS

diso (ppm) Sc1 56.5 (5) 46.8 48.4 54.0 54.6
Sc2 54.7 (5) 54.2 46.9 50.8 50.0

CQ/MHz Sc1 B15.9a 11.6 12.9 16.9 16.3
Sc2 B15.2a 9.7 13.9 15.3 14.4

a PQ values rather than CQ values.
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only three peaks in the experimental 1H NMR spectrum, which
was insufficient for statistical comparison. Most recently, a
pharmaceutical with potential applications in Type 2 diabetes
(AZD8329 form 4), with no known crystal structure, was
subjected to CSP.98 The conformational space of isomers
was explored through rotations about exocyclic single bonds,
providing a set of geometries for CSP. In total, 80 conforma-
tions were tested in the 32 most common space groups, each
with one molecule per unit cell. The NMR parameters were
computed for a set of predicted structures (up to 30 kJ mol�1

above the most stable) and compared to pre-assigned 1H and
13C NMR spectra. The structure chosen was that with the
smallest rmsd from the comparison of the 1H NMR parameters,
and, notably, was not the lowest in energy.

2.3.2 Ab initio random structure searching. While many
methods for the generation of crystal structures rely upon
forcefields for geometry and energy minimisation,88 the AIRSS
protocol94,99 produces structures from randomised unit cell
vectors and atomic coordinates, and optimises these under QM
stresses and forces. While the increased cost of DFT reduces the
number of structures that can practically be searched, it also
provides numerous advantages including unbiased molecular
connectivities, lack of parameterisation and modelling of struc-
tures far from standard conditions (e.g., at high pressures).94

Therefore, one could potentially begin a structural search
where the available experimental data is simply an elemental
analysis or a powder XRD pattern. The AIRSS process exploits
several features of the potential energy surface (PES) that mean
random searching which, although at first sight may seem to
increase the search space, is often successful in a surprisingly
small number of attempts. For example, the phenomenon that
relatively low-energy minima tend to occupy large volumes of
search space100 increases the probability of their location by a
random search approach. AIRSS can be performed alongside
codes such as CASTEP, allowing its use in conjunction with
GIPAW calculations. This simple, yet powerful, methodology
could lead to a step change in the study of complex materials,
with NMR providing a direct link between structure prediction
and experiment.

To date, the combination of AIRSS and GIPAW calculations
has featured in studies of battery materials101,102 and minerals.103

Morris and co-workers investigated LixE1�x (E = Si, Ge) phases
by combining AIRSS and ‘‘species swapping’’ where Li and
E were swapped into known structures from the ICSD.104

Convex hull diagrams, which enable a visual representation of
relative stability over different compositions, suggested a range
of new stoichiometries for both series. Following this work, in a
study on germanium anodes in Li-ion batteries that combined
AIRSS and in and ex situ solid-state NMR spectroscopy, Jung
et al.101 showed that a previously unknown Li7Ge3 phase is the
initial product of inclusion of Li into Ge. See et al.102 investi-
gated the structures of LixSy battery systems using the same
approach. Structures from AIRSS and species swapping resulted
in a convex hull in which Li2S was the only stable structure.
However, a range of metastable structures was also predicted,
and the variation of 7Li and 33S NMR parameters investigated.

More recently, Moran et al., used AIRSS to study the hydration
of inner Earth minerals.103 Experimental investigation of these
systems is extremely challenging, owing to the low levels of H,
the small sample volumes (B1–3 mg) that result from high-
pressure syntheses, and the general problem of locating H
crystallographically. Starting from the structure of the anhy-
drous wadsleyite, b-Mg2SiO4, the AIRSS protocol used was to
substitute one Mg2+ cation (from the Mg3 site) with two H+

cations inserted at random positions within 3 Å of the vacancy,
as shown in Fig. 5. Structures were then optimised using DFT
(at relatively low values of Ecut and k-point spacing). The
resulting 819 structures were ranked according to their relative
enthalpy, before 103 structures were selected for more accurate
DFT optimisation, and in silico NMR study, as shown in Fig. 5c.
The calculated 1H, 2H, 29Si and 17O NMR parameters were used
to assign the previous experimental spectra.105 The unusual 1H
chemical shifts were shown to result from strong hydrogen
bonding, with 1H dcalc

iso and 2H CQ having a linear dependence on
the O–H and H� � �O hydrogen bond distances (Fig. 5d).

2.4 The effect of temperature

Although DFT calculations are carried out on static structures at 0 K,
NMR experiments NMR are typically performed at or close to room
temperature. It may, therefore, be necessary to consider the effect of
temperature and molecular motion on the computed parameters
and tensors, both to improve agreement with experiment and to
increase accuracy to the point where calculations can be used within
an automated structural refinement process. Motion occurs in solids
on many different timescales, and results in a variety of effects upon
the NMR spectrum. Perhaps of most general interest is the effect of
fast motion, such as molecular vibrations and conformational
changes, in the prediction of NMR parameters.

The effect of vibrational motion on NMR parameters has been
investigated using Monte Carlo sampling of the quasi-harmonic

Fig. 5 (a) View of the unit cell of b-Mg2SiO4 with (b) the AIRSS protocol
used to produce 819 structures. (c) Enthalpy ranking of 103 AIRSS-
generated structures chosen for more accurate DFT optimisation and
NMR calculations (labels give the two sites of protonation). (d) Plot of
H–O bond length against calculated 1H diso for low-enthalpy structures;
bold text signifies the protonation site leading to the labelled data points.
Reproduced (in part) from ref. 103 with permission of the PCCP Owner
Societies.
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vibrational wavefunction106,107 and vibrational configuration
interaction techniques.108 Most recently, cheaper, less labour-
intensive techniques for approximating temperature effects on
NMR parameters have been reported.109,110 Monserrat et al.109

showed that the vibrational phonon modes provided by static DFT,
can be coupled to the shielding tensor. Assuming a quadratic
coupling, calculations for MgO, L-alanine and b-aspartyl-L-alanine
performed well against (increasingly more expensive) harmonic
and anharmonic Monte Carlo calculations, and displayed an
improvement in agreement with experiment. Fig. 6 shows the
change in magnetic shieldings from static DFT GIPAW calcula-
tions (with Dscalc

iso = 0 ppm). Nemausat et al.110 also involved
phonon modes at the equilibrium geometry of MgO, formulating
the perturbation of the shielding tensor under the quasi-harmonic
approximation, allowing anharmonic thermal-expansion effects
to be taken into account in DFT. Such techniques could be
applied generally and relatively cheaply (i.e., limited only by the
cost of a phonon calculation) and suggest that temperature
effects could be systematically and routinely included in NMR
calculations in the future.

To consider larger variations in conformation and geometry,
or processes that occur on longer (i.e., ps to ns) timescales,
more explicit treatment of temperature must be employed.
Molecular dynamics (MD) is the most commonly-applied tech-
nique in this area.106,111–115 In MD, forces acting upon atoms
are propagated over time as classical particles via Newton’s
equations of motion, where the source of the forces can be a
parameterised forcefield (classical MD) or DFT calculations
(ab initio MD or BOMD, i.e., applying the Born–Oppenheimer
approximation at each instantaneous nuclear configuration).
An ensemble of dynamical ‘‘snapshots’’ is generated, over
which computed NMR parameters can be averaged. Where
parameters are available, classical MD is of lower cost, and
longer timescales can be considered. However, ab initio MD is
not reliant on parameterisation and can achieve high accuracy,
but at relatively high computational cost, necessitating short
timescales and potentially precluding the modelling of slower
dynamic processes. A combination of these approaches was

demonstrated by Robinson and Haynes, where a classical force
field was parameterised with quantum-mechanical forces,114

leading to close reproduction of the GIPAW NMR parameters
obtained from ab initio MD for L-alanine with marked savings
in cost. Fully classical MD simulations were employed by De
Gortari et al.,113 along with GIPAW calculations, to compute the
time-averaged 13C NMR parameters of a peptide. Ab initio MD
has been applied to investigate 2H quadrupolar interactions,106

and dynamics in proton conductors111 and organic solids.112

A key benefit of ab initio MD is the adoption of a methodology
consistent with that used to compute the NMR parameters. An
additional class of dynamic calculations is path integral MD
(PIMD), where the nuclei, as well as the electrons, are modelled
as quantum particles; the former modelled as a number of
‘‘beads’’ by linking multiple parallel ab initio MD simulations.
As a result, quantum nuclear effects, such as zero-point motion
and tunnelling can be considered. Dračı́nský and Hodgkinson116

showed improved agreement with experiment for NMR para-
meters averaged over PIMD snapshots, with 1H delocalisation
resulting in a deshielding of the alkyl 13C resonances in mole-
cular crystals.

As the timescale and type of motional processes vary, their
effects upon the NMR spectrum will also change. If motion is
rapid, a time-averaged spectrum is observed. Computationally,
it is possible to understand this spectrum by averaging NMR
parameters for each relevant static 0 K structure (ensuring for
anisotropic interactions that the orientation of the tensor and
not just the principal components are considered). A common
example is methyl group rotation in organic molecules (where
one rather than three distinct 1H shifts are observed experi-
mentally). Griffin et al. showed that isotropic 17O MQMAS
spectra of hydrated silicate minerals could only be reproduced
computationally if an average of the 17O quadrupolar and
shielding tensors for different OH group orientations was
considered, demonstrating a fast exchange between the various
H positions.117 The averaging effect of motion on NMR para-
meters was also demonstrated by Bonhomme and co-workers
in a series of studies of octameric silsesquioxanes.118–121 For
13C CP MAS NMR spectra, a simple geometrical model was used
to rationalise the reduction in CP efficiency,118–120 resulting
from the averaging of heteronuclear dipolar interactions by fast
reorientation of the alkyl groups around the Si–C bonds. The
13C CSA tensors were also affected by dynamics, and averaging
of a series of theoretical tensors determined from GIPAW
calculations provided much better agreement with the experi-
mental lineshapes.121

For motion on slower timescales, averaging (particularly
of anisotropic interactions) may be incomplete, leading to
broadening of spectral resonances and changes in shifts and
lineshapes in experimental spectra. Additional information can
be extracted by performing variable-temperature NMR experi-
ments, changing the rate of motional processes and their effect
upon the NMR spectrum. While it is not always possible to
change rates to such a degree that fast averaging is observed
(at higher temperatures), or that motion is ceased completely
(at lower temperatures), the variation in the experimental

Fig. 6 Change from static DFT (Dscalc
iso = 0 ppm) in GIPAW isotropic

shielding parameters of L-alanine with temperature corrections at 0, 200
and 500 K. Reprinted with permission from ref. 109. Copyright 2014, AIP
Publishing LLC.
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spectra provide information on the type and rates of the
dynamics present. The complex spectral lineshapes can be
difficult to interpret directly, but the interaction tensors pro-
vided by static GIPAW calculations provide a vital input for
lineshape simulation packages. As an example, recent work by
Kim et al. used variable-temperature 17O NMR spectroscopy
and GIPAW calculations to investigate dynamics in the proton
conductor, CsH2PO4.122 GIPAW calculations were able to prove
that H1 is localized in an asymmetric O–H–O hydrogen bond,
while H2 proton undergoes rapid exchange between two sites
within a hydrogen bond, at rates of 4107 Hz.

Variable-temperature 17O MAS NMR spectra could only be
reproduced in simulation by considering at least two rate
constants for rotations of the phosphate ions, as shown in
Fig. 7. GIPAW calculations were also used to understand the
linebroadening associated with proton hopping in silicate
humite minerals in 17O STMAS and 2H MAS NMR spectra.117,123

Unlike MQMAS, STMAS is sensitive to microsecond-timescale
dynamics,124 and the broadening observed depends upon the
variation in the quadrupolar coupling and the timescale of this
change. GIPAW calculations were able to provide information
on the former (from the magnitude, asymmetry and relative
orientation of the quadrupolar tensor for each static model
structure), enabling the latter to be determined by comparison
to experiment. The rate constant extracted (3.2 � 107 s�1)117

was in good agreement with that found independently from 2H
MAS experiments, which also enabled an activation energy of
40 � 4 kJ mol�1 to be determined.123

2.5 Treatment of disordered systems

A general feature of the solid state is its inherent periodicity or
translational symmetry, which facilitates structural character-
isation by diffraction, as evidenced by the extensive use of
diffraction-based structural models in NMR crystallography.
However, variation of one or more aspects of the periodicity
can modify the optical, electrical or thermal properties of a
material, widening potential applications. Such disordered
materials can be challenging to characterise, with diffraction
techniques producing information only on the ‘‘average’’ struc-
ture. In contrast, the sensitivity of NMR spectroscopy to the

local structural environment, without any requirement for long-
range order, makes it an ideal probe of disordered solids. The
complexity of the lineshapes that result, however, hinders spectral
assignment or interpretation and the extraction of detailed struc-
tural information. At first sight, this appears to be a perfect
opportunity to support experiment with theoretical calculations,
but difficulties both in producing relevant structural models, and
in understanding their exact relationship to the material studied
experimentally, poses a considerable challenge. It may not be
possible to generate models that contain all short- and long-range
environments present in a material, particularly as the extent of
disorder increases, but insight into experimental spectra can be
obtained using simpler, systematic structural changes.7,9,125

2.5.1 Compositional disorder. In some solids, the periodi-
city of the atomic positions is retained, but the nature of the
species occupying a specific crystallographic site varies, leading
to ‘‘compositional’’ or ‘‘chemical’’ disorder. For such materials,
including many ceramics and microporous frameworks, Bragg
diffraction produces an average structural picture, with the
coordinates of a site accurately determined, but where sites
have a fractional occupancy by one (or more) species. For DFT
calculations, a range of possible structural models can be generated,
with varying arrangements of atoms at specified sites within
the unit cell, depending upon the extent of the compositional
variation. It is worth noting, however, that the size and shape
of the diffraction-based unit cell will also reflect the average
structure, and is not appropriate for the specific arrangement
of atoms in used in a calculation. Therefore, variation of atomic
coordinates and of unit cell parameters is a necessity in any
geometry optimisation procedure.

For low levels of substitution, it may be possible to construct
relevant structural models by substituting just one atom into
the structure of a pure end member. DFT calculations then
provide insight into the NMR parameters for the substituted
atom itself and typical changes in the NMR parameters of
the surrounding atoms. If substitution onto more than one
crystallographic site is possible, a series of calculations is
required. For very low levels of substitution or smaller unit
cells, it may be necessary to construct a supercell to ensure that
substituted atoms are sufficiently isolated. This approach was
used very successfully by Laurencin et al.126 to study doping of
Mg in hydroxyapatite. Calculations carried out on 1 � 2 � 1
supercells with one Ca atom substituted by Mg (corresponding
to a substitution level of 5%), showed an energetic preference
for Mg to substitute onto the Ca(II) position, specifically at the
Ca(IIb) or Ca(IIc) sites, in agreement with 43Ca NMR spectra.
Grey and co-workers127 also used supercells (3 � 3 � 3) to
consider low-level doping of Y into BaSnO3. Calculations
showed that Y preferred to substitute onto the Sn site rather
than the Ba site. Griffin et al.47 considered the substitution of
F� (for OH�) in clinohumite, 4Mg2SiO4�Mg(OH)2, as the relative
F�/OH� ordering could not be determined by diffraction.
Calculations showed that the 19F chemical shift was sensitive
to the nature of the species on the two closest anion sites,
at 2.7 and 3.2 Å, respectively, leading, as shown in Fig. 8a, to
four different 19F chemical shifts. This was in good agreement

Fig. 7 (a) 17O (16.4 T) variable-temperature MAS NMR spectrum of
CsH2PO4 and (b) simulated 17O lineshapes assuming exchange rates for
rotations of k1 and k2. (c) Structure around a phosphate ion showing bond
rotations considered. Reproduced from ref. 122.
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with the four resonances observed in the 19F MAS NMR
spectrum, enabling these to be assigned, and their relative
intensities provided information on anion disorder. Similar
approaches, considering a limited number of possible struc-
tural models were used by Cuny et al. for rare earth metal
carbides (e.g., YB2C), enabling possible arrangements of B
and C to be excluded, owing to poor agreement with the
experimental 11B NMR spectra,128 and by Seymour et al. for
Mg-substituted AlPO frameworks, confirming preferential sub-
stitution of Mg onto the Al1 site.129 When the number of
possible atomic arrangements increases to the point where
these cannot all be considered, it may be necessary to select a
subset of models for computational study. One approach is to
create a series of structures where the environment of a species
is systematically varied, to consider the effect of changing
either neighbouring, next-nearest neighbouring (NNN) or
longer-range neighbouring atoms. While this may not provide
perfect agreement with experiment (as some structures may not
be chemically feasible, or the set may exclude arrangements that
are present experimentally), the changes in the predicted NMR
parameters may provide sufficient insight to assign the NMR
spectrum. This was demonstrated by Ashbrook and co-workers
in a series of studies of Y2(Sn,Ti)2O7 pyrochlores,53,54,130,131

where the effect of NNN cation substitution was investigated
using 89Y and 119Sn NMR spectroscopy. In order to assign the
experimental NMR spectra a series of DFT calculations were
performed where the atoms on the six B sites (see Fig. 8b)
surrounding Y or Sn were varied, while the remaining B-site
cations were all occupied either by Sn or by Ti, resulting in
13 � 4 models. As shown in Fig. 8c, a systematic change in
dcalc

iso was observed for 89Y as Ti was substituted for Sn, while the
changes for 119Sn were much smaller, resulting in an overlap of

spectral resonances. Although a limited set of calculations, the
information obtained was sufficient to assign the 89Y spectral
resonances, and analysis proved a random distribution of B-site
cations.53,54,130,131

A similar approach was taken by Massiot and co-workers for
the study of chemical disorder in gehlenite (Ca2Al2SiO7).125,132

The gehlenite structure consists of alternating layers of (Si/Al)O4

tetrahedra, which contain T1 sites fully occupied by Al, and T2

sites occupied by Si or Al. There are seven possible Al environ-
ments, which cannot be distinguished in the average structural
model from diffraction. The NMR parameters measured experi-
mentally were compared to those from DFT supercell calcula-
tions, allowing spectral assignment and confirming that the Si/Al
distribution deviated from that predicted by Loewenstein’s
rule.125,132 Where systematic variation of a structure is not feasible,
structural models may be generated by randomly distributing
atoms onto crystallographic sites, either in a unit cell or supercell.
This approach was used in recent work by Ferrara et al.133 who
considered the distribution of La and Sr in six (2� 2� 4) supercells
of LaSrAl3O7, with cation arrangements obtained using a simple
pseudorandom number generator. A linear relationship was
observed between the 27Al CQ and the distortion of the AlO4

tetrahedra, while the distortions themselves were shown to result
from the distribution of La and Sr. Although clearly not a procedure
that considers all possible distributions of atoms, the number
of different environments sampled was sufficient to assign the
27Al resonances, and to provide insight into the distributions of
quadrupolar and shielding parameters. Looking forward, as the
number of potential models that need to be considered for
more complex problems increases, more rapid (but less accu-
rate) computational methods, such as Monte Carlo techniques
and/or new algorithms to accommodate disorder in supercells,
may be required to generate a large number of models, before a
subset are selected for detailed analysis.

2.5.2 Positional disorder. In complex solids there can be
some uncertainty or variation in the position of atoms, or
groups of atoms, leading to what is termed ‘‘positional’’ (or
‘‘topological’’) disorder. The extent of positional disorder can
vary significantly, from small changes in the position of the
surrounding atoms (i.e., bond lengths and angles), to the much
greater disorder seen in glasses. In intermediate cases, many
aspects of the translational symmetry are retained, but the
position of some atoms or groups, e.g., H, F, OH, CH3 or H2O
may be more randomly distributed, or even exhibit periodicity/
ordering on a different length scale. In some cases, it is not
possible to determine the position of some atoms by diffrac-
tion, or it is only possible to identify a fixed number of different
sites and state a fractional occupancy (between the atom and a
vacancy). As with compositional disorder, it is often possible to
create sets of candidate structures for DFT calculations by
varying the atom positions (and their relative distribution).

Recent work by Cadars et al.134 attempted to reproduce
the variation in chemical shift that arises from slight structural
disorder in an organic molecular solid. Calculation of the low-
energy vibrational modes in bisphosphinoamine provided a
series of physically reasonable local distortions that were then

Fig. 8 (a) 19F MAS NMR spectra of (54%) fluorinated clinohumite
(4Mg2SiO4�Mg(OH,F)2), with calculated chemical shifts for model structures
with varying F substitution shown. Reprinted with permission from ref. 47
Copyright 2010 American Chemical Society. (b) Local arrangement of atoms
around the A (occupied by Y) and B (occupied by Sn or Ti) sites in a pyrochlore
structure. (c) Plots showing the calculated 89Y and 119Sn isotropic chemical
shifts as a function of the number of Sn NNN. Reprinted with permission from
ref. 53 Copyright 2009 American Chemical Society. Reproduced (in part) from
ref. 131 with permission of the PCCP Owner Societies.
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used as candidate structural models to represent a static
distribution of local geometries. Calculated 31P NMR para-
meters were used to simulate two-dimensional correlation
spectra, and comparison to experiment identified the types of
structural deformation compatible with the local disorder. In
many materials, atoms or groups are disordered over a small
number of relatively well-defined sites. When this is the case,
and the proportion of atoms with varying position or the
number of sites involved is small, a reasonable number of
calculations can accurately model the spectrum of the disordered
material. For example, this approach has been used successfully
in recent work on AlPO frameworks,135 and perovskite-based
materials.136 Seymour et al.135 were able to assign the 27Al and
31P NMR spectra of as-made STA-2, where the number and
position of OH groups coordinated to the framework was
unknown. A combination of solid-state NMR experiments and
powder XRD measurements determined that the OH groups
bridged between Al1 and Al2, and identified three potential sites
within the framework cancrinite cages. NMR parameters calcu-
lated for nine models with varying relative OH positions were all
in reasonable agreement with the NMR spectra (enabling assign-
ment), but some were shown had much poorer agreement with
experimental 27Al/31P correlation spectra. Grey and co-workers136

investigated the a hydrated brownmillerite phase, Ba2In2O4(OH)2.
This material contains partially-occupied H sites, and calcula-
tions with differing H arrangements were able to assign the
experimental 1H and 17O NMR spectra, identifying three possible
proton sites and differing hydrogen-bonding arrangements.

The lack of positional periodicity can arise from differences
in the packing of individual molecules or of chains/layers. For
example, Carnevale et al.137 showed that the linewidths in 13C
MAS spectra of boroxophenanthrene anhydrides resulted from
disorder in the orientation of the B–O–B bridges in the p-stacked
molecules. They were also able to identify the formation of the
anhydride (from the corresponding dimer) in a low-temperature
solid-state reaction, a transformation that was not detected by
XRD. Disorder in the stacking of layers in silicate materials was
studied by Cadars et al.138 NMR spectroscopy was able to provide
information on the number and multiplicity of Si sites, the Si–O–Si
connectivities and constraints on interatomic distances in a
new layered silicate [Si5O11H][C9N2H15]�1.9(H2O). Possible
space groups were identified by XRD, but the incomplete
stacking of the silicate sheets prevented full structure solution.
Only one of the possible space groups suggested was in agree-
ment with NMR measurements, providing three similar, but
distinct, structure solutions. A set of models, with the organic
template inserted between the layers at different positions and
with different orientations, was considered using DFT calcula-
tions, and the single model that showed the best agreement
with the calculated NMR parameters selected. Work by Véron
et al.139 considered positional disorder in CaSi1/3B2/3O8/3, where
the average diffraction structure contains arrays of TO4 chains,
with partial occupancy of the bridging O site, with T = 1/3 Si and
2/3 B, and significant distortion of the tetrahedra. 11B NMR
confirmed the presence of BO3 units, each associated with an
oxygen vacancy in the chain, confirming B–O–B bonds were not

present, and that the structure is made up of different topolo-
gical arrangements of Ca3B2SiO8 units.

In some materials the position of atoms or groups may not
be determined at all by diffraction, e.g., for light atoms in dense
solids, or for systems with significant disorder. In this case,
simple structural models can be constructed by placing atoms
at chemically-reasonable positions, or at positions indicated by
NMR experiments (which provide information on the number
and type of coordinating atoms, or constraints on internuclear
distances). This approach was taken by Griffin et al. in early
work on the hydration of wadsleyite,105 where the position of the
substituted H had not been determined. Based on information
from 1H, 2H, 29Si and 17O NMR, and suggestions from previous
work, H were placed in chemically-reasonable positions, generat-
ing a series of candidate structures. Comparison of predicted and
experimental NMR parameters supported the presence of H in
some positions, but demonstrated that substitution at some sites
was much less likely. It is clear that when atoms or groups are
placed manually, not only are a limited subset of models consid-
ered, but there may be bias in the type(s) of positions chosen. In
contrast, automated computational approaches can enumerate,
simulate or randomise large sets of candidate structures with the
reduction of any bias (for the case of wadsleyite, the authors went
on to explore the use of AIRSS, as described above).

One very successful combination of NMR, MD and GIPAW has
been in understanding the structure of glasses, work pioneered
by (among others) Charpentier.140,141 In one approach, using
classical MD, the glass structure is represented by an ensemble of
particles using empirical forcefields, with initial configurations
generated using a random distribution of a specified number of
atoms in a cubic box (consistent with the experimental composi-
tion and density). To ensure periodicity is not imposed on too
small a length scale, large boxes, containing thousands of atoms,
are required. Typically, a melt-quench approach is used, with MD
simulations carried out at high temperature (to simulate a
liquid), before the system is cooled and equilibrated. While
successful, the need to derive interatomic potentials poses a
challenge for multicomponent glasses, and transferability can
be limited. These limitations can, in principle, be overcome using
ab initio MD, where empirical parameters are not required.
However, to ensure larger systems may still be studied efficient
computational algorithms are required, and the increase in
computational cost is significant. Typical ab initio MD calcula-
tions can be carried out on B300 atoms over times of 100 ps, and
are probably limited to glasses that contain four or fewer oxides.
Once structures have been obtained, GIPAW calculations provide
the distribution of NMR parameters expected, and simulated
lineshapes can be compared to experiment. Spectral features can
be assigned to particular chemical environments, and structural
motifs that do not agree with experiment can be discounted. This
MD-GIPAW approach has been applied with great success to
vitreous oxides, silicate, aluminosilicate and borosilicate glasses
(see ref. 141 for a recent review), with good agreement with
experiment for MAS and MQMAS lineshapes.142 The flexibility
of the glass structure may lead to larger discrepancies to experi-
ment as a result of temperature effects, and thermal and effects
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may need to be included in future studies. Advances in com-
putational hardware and code development will also enable the
consideration of larger and more complex systems in the future.

3. Outlook

The use of NMR crystallography, and more generally of NMR
spectroscopy, to determine detailed structural information, has
significantly grown in popularity in recent years. This results, in
part, from experimental advances, with the availability of higher
magnetic field strengths, faster MAS rates and more complex
hardware, such as multiple-channel probes, enabling sophisticated
multinuclear and multi-dimensional experiments. Considerable
recent progress has also been made in the efficiency and accuracy
of computational approaches, and the increasing accessibility of
computation to experimentalists. However, perhaps what has driven
the growth of NMR crystallography most is the increasing realisa-
tion among practitioners of many specialist techniques that no one
approach can usually ‘‘provide it all’’. Solid-state structure can, and
in fact should, be considered on differing length- and timescales,
and combining information on long-range order and symmetry
within a solid with more detailed information on the local structural
environment, is vital for understanding the properties of materials,
and how these can be controlled and directed. It is clear that NMR
offers particular advantages for disordered systems that lack some
aspect of periodicity, and for materials where dynamics are present.
It is also clear that, in many cases, the structural models produced
by diffraction are incomplete or not sufficiently accurate, and
refinement of atomic positions, particularly of light atoms, is
necessary. The exquisite sensitivity of NMR to small changes in
local structure provides great complementarity to diffraction and
enables a full (and detailed) structural picture to be obtained.

It is evident that we are still relatively early in the develop-
ment of NMR crystallography, and much of the potential of this
approach has yet to be exploited. The future promises continued
improvements in NMR hardware, probe technology and pulse
sequence development. It may be argued that many advances
will perhaps be more incremental, although the recent commer-
cialisation of dynamic nuclear polarisation (DNP) techniques143

promises improvements in NMR sensitivity of one or two orders
of magnitude, providing the prospect of more routine study of
challenging nuclei, the observation of species (and defects)
present at low levels in bulk materials, and the availability of
greater amounts of structural information owing to the time
saving available. If realised as envisaged, this will also force
simultaneous improvements in computation and theory – areas
where perhaps the most significant gains for NMR crystallography
are to be realised. There is an urgent need for improvement in the
accuracy (and efficiency) of computation, particularly if the goal of
incorporating NMR into automated structure refinement is to be
achieved. This may require the inclusion of temperature effects
into calculations (to facilitate direct comparison to experiment),
and the ability to consider larger numbers of atoms more
routinely. There are many possible theoretical improvements to
be made, not least in the accuracy and, perhaps more importantly,

the transferability, of computational methodologies. The need for
more complete inclusion of relativistic effects in periodic codes is
becoming clearer for heavier nuclei. A significant advance would
be the ability to calculate NMR parameters for paramagnetic
systems in commercial periodic codes, as it is not easy to predict
the shifts in NMR spectra, hindering spectral assignment signifi-
cantly even for relatively small systems. This was highlighted in
recent work by Dawson et al.144 studying paramagnetic Cu-based
MOFs, where 13C shifts between +850 and �100 ppm (typical
range 0–200 ppm) were observed. Simple approaches (considering
proximities to the paramagnetic centre) were shown (using expen-
sive and difficult 13C isotopic labelling) to produce an incorrect
spectral assignment. For disordered solids, the requirement to
generate and compute ever-larger numbers of candidate structures
places increasing demands on software efficiency of software and
hardware availability. While these have improved in recent years,
the computational demands posed by systems of increasing
chemical and topological complexity ensures these will be constant
drivers. Improving protocols and workflow for approaches that
require different computational methods (e.g., MM, MD, MC, DFT)
to be combined, and enabling the transferability of information,
sounds a much more trivial task, but will be able to provide
significant and almost instant benefits.

The more philosophical challenge facing practitioners is the
need to know what information is actually required in any
particular case – whether accuracy levels of fractions of a ppm are
vital, or whether a more general understanding of the absolute, or
relative, magnitudes of interactions is sufficient. For disordered
systems, deciding which structural models are relevant, how
many can be considered on realistic timescales and levels of
resource, and what information is required for structural insight
are ongoing issues. How many models are ‘‘enough’’ to under-
stand a disordered system? Can they provide a realistic descrip-
tion of the materials studied experimentally? Is this even needed
to for spectral assignment and structural insight? Perhaps even
more generally, chemists need to consider if it is always feasible
to define ‘‘the structure’’ for complex materials – whether our
apparent need for some form of pictorial representation is
determining the methodology applied, restricting the informa-
tion considered and is imposing undesirable constraints on the
models produced, preventing a detailed atomic-scale understand-
ing. Is it conceivable that, one day, an NMR spectrum could be
considered a more detailed ‘‘picture’’ of the atomic level structure
in a complex solid (assuming the components and contributions
to the lineshapes can be interpreted) than an idealised ball-and-
stick model of limited dimensions, containing non-chemical
species with fractional occupancies and compositions? NMR
crystallography is a long way from convincing people this is true,
but it is starting to raise these questions and to initiate discussion
about what a ‘‘structure solution’’ means for many materials. The
current state-of-the-art is providing a significant motivation for
the increasing use of simultaneous combinations of experimental
(and theoretical) approaches, and demonstrating the unique
insight that can then be obtained. It is to be hoped that future
development of all aspects both fuels debates on how and why we
characterise structure, but more importantly enables the design,
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control and development of new materials, with increasingly-
useful applications of industrial, social and economic benefit.
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