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Modeling blue to UV upconversion in
b-NaYF4:Tm3+†

Pedro Villanueva-Delgado,*a Karl W. Krämer,a Rafael Valiente,b Mathijs de Jongc

and Andries Meijerinkc

Samples of 0.01% and 0.3% Tm3+-doped b-NaYF4 show upconverted UV luminescence at 27 660 cm�1

(361 nm) after blue excitation at 21 140 cm�1 (473 nm). Contradictory upconversion mechanisms in the

literature are reviewed and two of them are investigated in detail. Their agreement with emission and

two-color excitation experiments is examined and compared. Decay curves are analyzed using the

Inokuti–Hirayama model, an average rate equation model, and a microscopic rate equation model that

includes the correct extent of energy transfer. Energy migration is found to be negligible in these samples,

and hence the average rate equation model fails to correctly describe the decay curves. The microscopic rate

equation model accurately fits the experimental data and reveals the strength and multipolarity of various

interactions. This microscopic model is able to determine the most likely upconversion mechanism.

1 Introduction

Upconversion (UC) is the absorption of two or more low-energy
photons and the subsequent emission of a high-energy photon.1

Several trivalent lanthanide ions are commonly used for this
purpose, for example singly doped or codoped into insulator
lattices. Tm3+ ions can emit light at different wavelengths from
the NIR to the UV and show upconversion in singly doped
samples under NIR, red, and blue excitation.2–5 Tm3+ codoped
with Yb3+ also shows particularly strong blue and UV emission
under 980 nm excitation.6–8

There are different applications of upconversion phosphors,
for example in biomedical research,9 dental medicine,10 photo-
voltaic energy production,11 and photocatalysis.12,13

The detailed mechanism of singly doped Tm3+ upconversion
under different excitation energies has been studied in several
crystalline and vitreous environments. However, the actual
processes involved are not clear for the case of blue excitation
that results in UV emission.2 These processes may also be
responsible for the efficient blue and UV emission in samples
codoped with Yb3+.7

There are several energy transfer (ET) processes that lead to
upconversion. In this work we will examine two of them: energy

transfer upconversion (ETU) and cross-relaxation (CR). Both
processes have the same requirements: two ions in close proximity
and resonance between energy states (spectral overlap).

Two kinds of ET interactions are possible, multipolar or
exchange, depending on the distance between the ions and
the electronic orbital overlap.14 For the b-NaYF4:Tm3+ samples
investigated in this paper, the exchange interaction is not
significant as the minimum distance between rare earth ions
in b-NaYF4 is 3.53 Å and the low doping increases the average
first neighbor distance to more than 10 Å.15,16 In the multipolar
case, the strength of the interaction W can be expanded as a
series of inverse powers of the distance R between the sensitizer
(S) and the activator (A):17

WðRÞ ¼ C
ðnÞ
SA

Rn
; (1)

where n is the multipolarity of the interaction, n = 6, 8,
and 10 for dipole–dipole (d–d), dipole–quadrupole (d–q), and
quadrupole–quadrupole (q–q), respectively, and C(n)

SA is a con-
stant that depends on the multipolarity. The dominant multi-
polarity of a transition depends on the symmetry of the states
involved.14,18

Several models have been developed to predict the decay of a
sensitizer in the presence of an activator under different
assumptions. The Inokuti–Hirayama model, for example, predicts
the decay curve of a sensitizer that can decay radiatively or
transfer its energy to an activator situated nearby. Other inter-
actions such as energy migration among the sensitizers or ET to
excited states of the activator (ETU or CR) are not taken into
account.19 The random lattice positions of the activator and the
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combination of the two relaxation pathways produce a non-
exponential decay, especially at the beginning of the decay curve.
The beginning of the curve is mostly affected by the ET to the
activator, while the tail of the curve reproduces the single
exponential decay of the sensitizer. The analytical form is given by

IðtÞ ¼ I0 exp
�t
t0
� g

t

t0

� �3
n

0
@

1
Aþ B (2)

where I0 is the initial luminescence intensity, B is the luminescence
background, t0 is the intrinsic lifetime of the sensitizer state, g is
the energy transfer parameter, and n is the multipolarity of the
interaction. The ET parameter g is related to the activator
concentration cA and the critical radius Rc (the distance at which
the intrinsic decay and ET rates are equal):

g ¼ 4p
3
cARc

3G 1� 3

n

� �
; (3)

where G is the gamma function with values G(1/2) = 1.7725,
G(5/8) = 1.4345, and G(7/10) = 1.2981, for d–d, d–q, and q–q
interactions, respectively. The sensitizer–activator transfer rate
in eqn (1) is related to the critical radius

C
ðnÞ
SA ¼

1

t0
Rc

n (4)

Models by Zusman,20,21 Burshtein,22,23 and Yokota–Tanimoto24,25

include energy migration in their treatment. A model by Grant,
based on rate equations, can predict not only the decay of the
sensitizer, but also the decay of the activator.26 However this
model assumes infinite energy migration. A modification by
Zubenko accounts for a finite speed of energy migration, but it
is difficult to extend it with more interactions.27,28

A recent microscopic rate equation model includes the effect
of the crystalline environment (the distances between the ions)
and the finite speed of energy migration.16 This model can
predict the dynamics of a system at different dopant concentra-
tions and excitation powers. A fit to experimental data provides
the most likely critical radius and multipolarity of the different
interactions.

2 Experimental methods

Microcrystalline powder samples of b-NaYF4:0.3% Tm3+ and
b-NaYF4:0.01% Tm3+ were synthesized as described in ref. 29.

Visible and NIR emission spectra and decay curves were
recorded using an Opotek Opolette HE 355II laser as an
excitation source with a pulse width of 7 ns and a repetition
rate of 10 Hz. An Edinburgh Instruments FLS920 spectrophoto-
meter with a 0.3 m single emission monochromator and
Hamamatsu R928 UV/VIS or R5509-73 NIR photomultiplier
tubes (PMTs) were used to detect the light. An Edinburgh
Instruments PCS900 single-photon counter and multichannel
analyzer were used to record the decay curves.

The two-color pump and probe excitation experiments were
carried out using an Opotek Opolette HE 355II (7 ns pulse) and
an Ekspla NT342B-10-SH/DUV OPO (5 ns pulse) as excitation

sources (both with 10 Hz repetition rate), a 0.55 m TRIAX 550
single emission monochromator, and a Hamamatsu R928 PMT.
The signal was analyzed using a Stanford Research SR400 gated
photon counter. Both laser pulses were synchronized using
a Standford Research DG535 pulse generator to arrive at the
sample at the same time. The UV upconversion emission
spectra were recorded using the same setup but using only
the Ekspla laser as an excitation source.

All measurements were performed at room temperature.

3 Results

The powder X-ray diffractograms of the b-NaYF4:0.01% Tm3+

and b-NaYF4:0.3% Tm3+ samples correspond to the pure
hexagonal b-NaREF 4 phase (RE = rare earth ion) that crystallizes
in the space group P%6. The RE3+ sites with C1 and C3h symmetry
have both a nine-fold coordination by F� ions and are randomly
occupied by Y3+ and Tm3+ ions,15 see Fig. S1, ESI.†

Fig. 1 shows the emission spectra of b-NaYF4 doped with
0.3% and 0.01% Tm3+ after 3H6 -

1G4 excitation at 21 140 cm�1

(473 nm). Both samples have been investigated under the same
experimental conditions. The peaks have been assigned to f–f
transitions of Tm3+ based on their lifetimes and energies,
according to the Dieke diagram.30

The low energy side of the spectra shows emission from the
1G4, 3H4, and 3F4 states to the 3H6 ground state and other
intermediate states. The spectra are normalized to the 1G4 -

3F4

emission intensity. The major differences observed between the
two samples are the 3H4 - 3H6 and 1G4 - 3H4 emission
intensities. The former emission is about 2.5 times stronger in
the 0.3% sample than in the 0.01% sample, the latter however is
2 times weaker. These differences are discussed in Section 4.

The small peak close to 6200 cm�1 (numbered 1 in Fig. 1) is
assigned to the 3F4 - 3H6 transition. Since the detector
efficiency strongly decreases towards that end of the spectrum,
that peak’s position and intensity can only be taken as indicative.

The band centered at 6780 cm�1 (numbered 2 and 4 in
Fig. 1) is assigned to the transitions 3H4 - 3F4 and 1G4 - 3F3.
The different peaks in the band have decay curves that corre-
spond to the 3H4 or 1G4 states, see Fig. 2b and c. Most of
the band intensity originates from the 3H4 -

3F4 transition, see
Fig. 3a, and also Fig. S2, ESI.†

The high energy side of the spectra was recorded using a
different detector and the intensities cannot be compared with
the low energy side. The emission intensity of the 0.01%
sample is 50 times weaker than that of the 0.3% sample. Aside
from the 1D2 - 3H6 emission, a peak corresponding to the
3P0 - 3F4 emission is present in the spectra. The mechanism
responsible for the population of the 3P0 state is beyond the
scope of this paper. An ETU process from the 1D2 or 1G4 states is
likely, as an ESA process from the 1G4 state is not resonant with
any Tm3+ state.

Fig. 2 shows the decay curves of the 1D2 - 3H6, 1G4 - 3F4,
and 3H4 - 3F4 transitions in b-NaYF4:0.3% Tm3+. The reason
that the 1G4 - 3H6 decay is not shown here is due to the
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difficulty of measuring its emission close to the excitation energy.
The 3H4 - 3F4 decay has been chosen instead of the 3H4 - 3H6

because the latter is very close in energy to the 1G4 - 3H5

emission and its rise time is partially masked by it. All decay
curves from the 1G4 and 3H4 states are shown in Fig. S4, ESI.†

The 1G4 - 3F4 decay in Fig. 2b is not single exponential,
which is evidence of energy transfer. The tail decay time is
td = 719 ms, which is shorter than the intrinsic lifetime
t = 758 ms, see Fig. S3b, ESI.† The most salient feature in
Fig. 2a and c is the fast rise time of tr = 19 ms and tr = 96 ms,
respectively. The decay of the 1D2 -

3H6 transition is not single
exponential with fast and slow decay components of td,1 =
161 ms and td,2 = 416 ms, respectively. Both decay times are
slower than the intrinsic 1D2 lifetime of t = 67.5 ms, see Fig. S3a,
ESI.† The 3H4 - 3F4 decay lifetime of td = 2.015 ms is very
similar to the 3H4 -

3H6 decay lifetime of 1.94 ms observed for
the direct excitation of the 3H4 state in the 0.01% sample at low
power, see Fig. S3c, ESI.†

The spectral overlap of selected transitions in b-NaYF4:0.3%
Tm3+ is presented in Fig. 3. Fig. 3a shows the spectral overlap
between the 1G4 -

1D2 excited state absorption, see Fig. S5, ESI,†

and the 3H4 - 3F4 and 1G4 - 3F3 emission bands, see Fig. 1.
The strong overlap between the transitions is a necessary
condition for the ETU processes 3H4 + 1G4 - 3F4 + 1D2 and
1G4 + 1G4 - 3F3 + 1D2 between two interacting Tm3+ ions in
close proximity.

Fig. 3b compares the ground state absorption 3H6 - 3H5,
see Fig. S6, ESI,† to the 1G4 - 3H4 emission, see Fig. 1. The
overlap is smaller than that in Fig. 3a, but still significant. Thus
the CR process 3H6 + 1G4 - 3H5 + 3H4 is a possible ET process
between two nearby Tm3+ ions.

4 Analysis

In the literature, contradictory Tm3+ upconversion mechanisms are
proposed for the population of the 1D2 state after 1G4 excitation.
Often, one ETU step processes are proposed: 1G4 + 1G4 - 3F3 +
1D2,3 3F3 + 3F3 - 3H6 + 1D2,6,7 or 1G4 + 1G4 - 3H4 + 1D2.2 Those
investigations were carried out in different host lattices (including
glasses). Samples additionally codoped with Yb3+ are sometimes
used, which complicates the analysis. The different crystal-field

Fig. 1 Emission spectra of b-NaYF4 doped with 0.3% Tm3+ (red line) and 0.01% Tm3+ (black line) after 3H6 - 1G4 excitation at 21 140 cm�1. The low
energy side is normalized to the 1G4 - 3F4 emission intensity. The high energy side (1D2 - 3H6) was recorded using a different detector, but otherwise
with the same settings for both samples. The band marked with an asterisk (*) corresponds to the Tm3+ 3P0 - 3F4 emission.
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environments result in small shifts in energy that may affect the
resonance between transitions and thus different mechanisms
may be responsible for the 1D2 upconversion in different samples.
A recent work has studied the role of CR steps in depopulating the
1D2, 1G4, and 3H4 states for downconversion.31

We now consider two upconversion mechanisms: schemes I
and II, shown in Fig. 4. Scheme I involves two ET processes and
three Tm3+ ions. Scheme II involves an ETU process, multi-
phonon relaxation, and two Tm3+ ions. Both schemes explain
the very fast rise times of the 1D2 and 3H4 states, see Fig. 2a and c.

Scheme I: the 1G4 - 3H4 decay time of 719 ms is much
slower than the 96 ms rise time of the 3H4 luminescence, see
Fig. 2b and c. Accordingly, the 3H4 state cannot be directly
populated by the 1G4 state. But energy transfer processes
between two ions can affect a state population very quickly; in
fact, the CR step 3H6 + 1G4 -

3H5 + 3H4 is able to populate the 3H4

state very rapidly. The emission spectra, see Fig. 1, support this
statement. The spectra of both samples are very similar except for
the 3H4 - 3H6 and 1G4 - 3H4 transitions. The 3H4 - 3H6

Fig. 2 Decay curves of b-NaYF4:0.3% Tm3+ (black lines) after 3H6 - 1G4

excitation (at 21 140 cm�1) with exponential rise tr and decay td fits (red
lines). (a) 1D2 - 3H6 transition with a single exponential fit to the rise and a
double exponential fit to the decay. (b) 1G4 - 3F4 transition with a single
exponential fit to the decay. (c) 3H4 -

3F4 transition with single exponential
rise and decay fits.

Fig. 3 Spectral overlap (normalized to the area) of selected transitions in
b-NaYF4:0.3% Tm3+. (a) 1G4 - 1D2 excited state absorption (black line) and
3H4 - 3F4/1G4 - 3F3 emissions (red line). (b) 3H6 - 3H5 ground state
absorption (black line) and 1G4 - 3H4 emission (red line). The respective
transitions are indicated in the Tm3+ energy state diagrams on the right
hand side.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
Se

pt
em

be
r 

20
16

. D
ow

nl
oa

de
d 

on
 8

/2
1/

20
24

 1
1:

16
:0

9 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/C6CP04347J


27400 | Phys. Chem. Chem. Phys., 2016, 18, 27396--27404 This journal is© the Owner Societies 2016

transition is stronger (by a factor of 2.5) in the 0.3% Tm3+ sample
as a result of the CR process that populates the 3H4 state. This
process depends on the Tm3+ concentration and hence it is
stronger for the 0.3% Tm3+ sample. The 1G4 - 3H4 transition,
however, is weaker (by a factor of 2) in the 0.3% Tm3+ sample
while other transitions from the 1G4 state are not. It is possible
that radiative energy transfer 1G4 + 3H6 -

3H4 + 3H5 plays a role in
the higher doped sample, whereby a Tm3+ ion in the ground state
absorbs a photon emitted from the 1G4 - 3H4 decay in another
Tm3+ ion. Unfortunately, it is not possible to reliably measure the
3H5 - 3H6 and 3F4 - 3H6 emissions (see below).

Scheme II: the ETU process 1G4 + 1G4 - 3F3 + 1D2 can
populate the 1D2 state rapidly and fast multiphonon relaxation
from 3F3 to 3H4 can explain the fast rise time of the 3H4 state.

The different emission intensities of the 3H4 - 3H6 and
1G4 -

3H4 transitions are explained in the same way as in scheme I.
The width of the emission bands in this lattice made it

impossible to measure the decay curve of the 3H5 - 3H6

transition, as it is masked by the 1G4 - 3H4 emission; the
3F4 -

3H6 emission is at the edge of the detector sensitivity and
therefore cannot be measured reliably. The 3H5 - 3H6 decay
curve could offer valuable information to decide which of the
two schemes prevails.

In order to discover which mechanism explains the experi-
mental data better, we proceed to analyze the data in view of
three models: the Inokuti–Hirayama model, an average rate
equation model, and a microscopic rate equation model that
takes the correct extent of energy transfer into account.

4.1 The Inokuti–Hirayama

The samples of b-NaYF4:Tm3+ contain only one optically active
ion. In this case the sensitizer in the Inokuti–Hirayama model
corresponds to the Tm3+ ions excited in the 1G4 state, while the
activator are those ions in the ground state.

The 1G4 -
3F4 decay has been fitted to the Inokuti–Hirayama

model according to eqn (2), for the three different interaction
multipolarities n = 6 (d–d), n = 8 (d–q), and n = 10 (q–q), see Fig. 5
and Table S1, ESI.† All fits are in good agreement with the
experimental data, the best being that for dipole–dipole inter-
action. It is possible that all multipolarities play a role in the
energy transfer process.

In order to determine the interaction critical radius using
eqn (3), the activator concentration cA has to be obtained. cA is
the concentration of Tm3+ ions in the ground state, and is
related to the fraction FE of excited Tm3+ ions in the 1G4 state
right after the excitation pulse: cA = (1 � FE)cTm3+, where cTm3+ is
the concentration of Tm3+ ions in the sample, cTm3+ = 4.14 �
1019 ions cm�3 for b-NaYF4:0.3% Tm3+. FE can be estimated

Fig. 4 Possible mechanisms for 1D2 upconversion in Tm3+. The blue
arrow 3H6 - 1G4 indicates the excitation and the violet arrow shows the
1D2 - 3H6 upconverted UV emission. The Wi,j denote ET processes with
initial states i and j. Scheme I: two ET processes populate the 3H4 and 1D2

states. The 1G4 -
3H4 radiative transition (black arrow, slow) and the CR step

(green arrows, fast) populate the 3H4 state. The ETU step (red) populates the
1D2 state. Scheme II: one ETU process populates the 1D2 state. Rapid
multiphonon relaxation (MPR) from 3F3 populates the 3H4 state.

Fig. 5 Decay of the 1G4 state (black line) in b-NaYF4:0.3% Tm3+ with the
Inokuti–Hirayama fit for dipole–dipole (d–d), dipole–quadrupole (d–q),
and quadrupole–quadrupole (q–q) interaction mechanisms.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
Se

pt
em

be
r 

20
16

. D
ow

nl
oa

de
d 

on
 8

/2
1/

20
24

 1
1:

16
:0

9 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/C6CP04347J


This journal is© the Owner Societies 2016 Phys. Chem. Chem. Phys., 2016, 18, 27396--27404 | 27401

from the absorption transition probability RP and the pulse
duration Dt. The absorption probability is given by

RP ¼
P

Ab
s
1

hn
(5)

with P being the excitation power, Ab the excitation beam area,
s the absorption cross-section, and hn the photon energy.32–34

The absorption cross-section for 3H6 - 1G4 is s = 7.77 �
10�22 cm2, see Fig. S6, ESI.† For the laser used in these
experiments the relevant parameters are P = 6 � 106 W,
Ab = 3 � 10�2 cm2, and Dt = 5 ns, which results in RP =
3.67 � 105 s�1 and FE E RPDt E 0.2%. Therefore, most Tm3+

ions remain in the ground state after the pulse and cA E cTm3+.
Using the values determined above and eqn (3), the critical

radius for the d–d CR process is Rc,IH = 11.8 � 0.1 Å. This value
is similar to those found in other lattices for other Tm3+

interactions.31,35,36

The Inokuti–Hirayama model agrees well with the experimental
data due to the low concentration of Tm3+ ions. The long distances
between Tm3+ ions restrict the extent of energy migration. The 1G4

decay has also been fitted using the Burshtein, Zusman and
Yokota–Tanimoto models, see Fig. S7, ESI.† These models
introduce energy migration among the sensitizers in addition
to the sensitizer–activator ET. For all these models the fit results
in zero or negligible energy migration rates.

The decay curve is therefore affected only by the energy
transfer to nearby Tm3+ ions and the intrinsic radiative decay of
the 1G4 state. Although the Inokuti–Hirayama model correctly
predicts the 1G4 decay curve and shows that energy migration is
absent, it does not make any predictions about the 3H4 and 1D2

decay curves or the specific ET processes (ETU and/or CR) that
take place. A rate equation model can give information about
the decay curves of all states and the ET processes involved.

4.2 Average rate equation model

The excitation, emission, CR, and ETU processes can be modeled
with the help of a rate equation system.26,37 This is a system of n
differential equations that depend on n variables (the energy
state populations) and the time t. In this case n = 7, as the states
higher in energy than 1D2 do not participate in the mechanism,
see Fig. 4. The population of state i (i = 1,. . .,7) is denoted by yi,
e.g. the population of the ground state is y1.

The absorption and emission processes shown in Fig. 1 and
the energy transfer processes depicted in Fig. 4 are expressed
mathematically in eqn (6). The absorption of light corres-
ponding to the 3H6 - 1G4 transition is modeled with
RP( y1 � 13/9y6), where RP is the absorption probability, see
eqn (5). The first term in the parentheses refers to stimulated
absorption and the second to stimulated emission (13/9 is the
relative degeneracy of the initial and final states). The decay is
modeled with a decay rate constant ki that includes the radia-
tive and non-radiative contributions. The emission from state i
to state f is modeled with a branching ratio parameter bi, f. For
example, for the 3H5 state the term b6,3k6 y6 (with b6,3 o 1)
indicates that a fraction of the decay from state 6 (1G4)
populates state 3 (3H5). Energy transfer steps with initial states

i and j are modeled with Wi, j yi yj, where Wi, j is a constant to be
fitted using experimental data. Eqn (6) shows the state popula-
tions in red to help distinguish the linear and non-linear terms.

(6)

The initial conditions are described by the ground state popu-
lation set to one and the others to zero, y(t = 0) = (1,0,0,0,0,0,0).
The values of the decay rates and branching ratios are con-
stants determined from decay and emission experiments in
b-NaYF4:0.01% Tm3+, and are summarized in Table 1. These
values are in good agreement with Judd–Ofelt calculations on
b-NaGdF4:Tm3+.38 The lifetimes of the 3F4, 3H4, 1G4, and 1D2

states are dominated by their radiative decay in this low
phonon energy host lattice. The 3H5 and 3F3 states have shorter
lifetimes due to multiphonon decay across the rather small
energy gaps towards the 3F4 and 3H4 states, respectively.

The 3F3 state decays mainly to the 3H4 state, so the decay rate
k5 is the multiphonon relaxation rate kMPR shown in Fig. 4.

The solution to the system of equations is the population of
each state as a function of time. The free parameters are the CR

Table 1 Experimentally determined constants for all rate equation simulations.
These parameters were obtained from decay curves and emission spectra of
b-NaYF4:0.01% Tm3+. For each state, the branching ratio b to the ground
state is one minus the sum of all other branching ratios

Tm3+ state No. Lifetime bi, f (final state)

1D2 7 67.5 ms 0.40 (3F4)
0.09 (3F3)

1G4 6 760 ms 0.07 (3F4)
0.22 (3H5)
0.07 (3H4)

3F3 5 20 msa 0.999 (3H4)
3H4 4 1.9 ms 0.3 (3F4)

0.06 (3H5)
3H5 3 29 ms 0.8 (3F4)
3F4 2 12 ms —
3H6 1 — —

a The k5 decay rate is optimized in the simulation of scheme II.
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rate W6,1 and the ETU rate W4,6 (with W6,6 = 0) for scheme I and
the ETU rate W6,6 (with W6,1 = W4,6 = 0) and the decay rate k5 for
scheme II. The parameters for both schemes were fitted to the
experimental data and are shown as dashed lines in Fig. 6.
The best fit values of the parameters for scheme I are W6,1 =
2.13 � 103 s�1 (CR rate) and W4,6 = 1.10 � 108 s�1 (ETU rate),
whereas they are W6,6 = 1.58 � 107 s�1 and kMPR = 1.00 � 106 s�1

for scheme II.
Neither fit to the average rate equation model is able to

correctly reproduce the decay of the 1G4 and 1D2 states, espe-
cially for scheme I. The reason for this strong discrepancy with
the experimental data is the absence of energy migration in the
samples. There are two classes of excited ions: isolated ions
that decay radiatively to the ground state and those that
transfer their energy to another ion. Most ions belong to the
former group, and hence the measured lifetime of the 1G4 decay
(719 ms) is very similar to the intrinsic single exponential decay
(760 ms). Ions in the latter group have a much faster decay rate
as they efficiently transfer their energy.

The average rate equation model assumes infinitely fast energy
migration among all ions in the sample so that the population of
each state does not deviate much from the average.26,28 For these

samples however, as previously demonstrated, energy migration is
negligible. A more sophisticated microscopic rate equation model
that can predict the decay curves of all states and correctly takes
into account the correct extent of energy transfer is presented in
the next subsection.

4.3 Microscopic rate equation model

A b-NaYF4:0.3% Tm3+ lattice with 50 � 50 � 50 unit cells is
simulated and the distances between all ions are calculated,
up to dmax = 150 Å. Then a rate equation system like eqn (6)
is assigned to each Tm3+ ion in the lattice. For a concentration
of 0.3% this results in 571 Tm3+ ions in the simulation. The
ET rates are calculated taking into account the distances
to the other ions and the chosen multipolarity of the inter-
action with eqn (1). These Wi,j rates are not average ET
parameters but actually the CSA rates in eqn (1). The resulting
nonlinear system of differential equations has 3997 variables,
corresponding to 7 energy states for 571 ions. Its solution
is the population of each state as a function of time. In order
to compare the model with the experimental data, the
average of each state is calculated across all ions.16 A fit
of the parameters to the experimental data is performed.

Fig. 6 Experimental data and calculated decay curves. (a) 3F4, (b) 3H4, (c) 1G4, and (d) 1D2 state decays. The experimental data are plotted as black lines,
the fits to the average rate equation model as dashed lines (scheme I, magenta; scheme II, olive), and the fits to the microscopic rate equation model as
full lines (scheme I, red; scheme II, green). The insets show the decay at the short time scale.
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The fit normalized root-mean-square deviation etotal is
calculated by

etotal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
state

estate2
r

(7)

where the normalized root-mean-square deviation estate of
each state is calculated by

estate ¼
1

Nstate;avg

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Nt;exp

Xtf
t¼0

Nstate;avgðtÞ �Nstate;expðtÞ
� �2

vuut (8)

where Nstate,avg(t) is the simulated average population of the
state, Nstate,exp(t) is the experimental decay curve, and Nt,exp is
the number of experimental data points.

The values of the fixed parameters are given in Table 2 and
the values of the lifetimes and branching ratios are the same as
for the average rate equation model given in Table 1.

The results of the simulation are compared to the experi-
mental data in Fig. 6. Scheme I (red lines) fits the experimental
data better than scheme II (green lines), with a normalized root-
mean-square deviation of eI = 0.49 versus eII = 0.68.

For scheme I, the fitted values are W4,6 = 1.258� 10�38 cm6 s�1

(d–d interaction) for the ETU and W6,1 = 4.205 � 10�39 cm6 s�1

(d–d interaction) for the CR. The corresponding critical radii are
Rc,ETU = 16.9 Å and Rc,CR = 12.1 Å. The agreement between
experiment and simulation is excellent. The simulation correctly
reproduces all decay curves, especially the rise of the 3H4 and 1D2

states, the non-exponential decay of the 1D2 state, and the shape
of the 1G4 curve at the short timescale. For both ET steps, the
dipole–dipole interaction (n = 6) gives the best fit to the experi-
mental data, see Table S2, ESI.†

The critical radius of Rc,CR = 12.1 Å for the CR process is very
similar to Rc,IH = 11.8 � 0.1 Å for the Inokuti–Hirayama fit. This
can be understood since the CR process is a transfer to an ion
in its ground state, precisely the only kind of ET process that
the Inokuti–Hirayama model deals with. The population of the
1D2 state is small and the effect of the ETU on the 1G4 decay
curve is negligible, so the simple Inokuti–Hirayama fit is not
much affected by it. However, both ET processes contribute to
the decay curve of the 3H4 state.

For scheme II, the best fit for the ETU rate is W6,6 = 1.60 �
10�35 cm6 s�1 with multipolarity n = 6 (d–d) and 3F3 decay rate
kMPR = 3.26 � 108 s�1. The corresponding critical radius is

Rc,ETU = 47.9 Å, a value that is much larger than the usual range
of 5–20 Å.31,35,36 Fischer et al. have estimated the energy gap law
parameters for this lattice.37 Using a conservative estimate
of the energy difference between the 3H4 and 3F3 states of
DE = 1800 cm�1 the estimated rate is kMPR = 4.61 � 104 s�1,
several orders of magnitude smaller than the fitted value of
3.26 � 108 s�1. The magnitudes of the optimized parameters
for scheme II are physically unreasonable. Together with the
higher fit error, it is concluded that scheme II cannot explain
the experimental data correctly.

For either scheme, including energy migration among the
Tm3+ ions does not improve the fit, in agreement with the
results in Section 4.1.

4.3.1 Microscopic analysis of the decay curves. The micro-
scopic rate equation model is able to explain why the 1D2 decay
curve is not single exponential, see Fig. 7. At this low dopant
concentration, the average minimum distance between Tm3+

ions is about 15 Å;16 however, some ions are as close as 3.53 Å,
the minimum distance in this lattice.

The transfer probability depends on the inverse sixth power
of the distance, see eqn (1); this means that small differences
in the distance have a large effect on the transfer probability,
see the inset in Fig. 7.

Fig. 7 shows all 1D2 state decay curves from the 571 Tm3+

ions in the simulated lattice introduced above. The average
decay curve is shown as a thick red line and is the same as
in Fig. 6d.

Some ions reach the 1D2 state much faster than others and
with a much higher probability. Those ions have neighbors at
the nearest possible distance, and therefore interact very
strongly; their decay curves dominate the average decay curve
at the short timescale. Some other ions have neighbors further
away and become excited at later times; they dominate the

Table 2 Fixed parameters for the energy migration microscopic rate
equation model

Fixed parameter Value

a 5.9734(6) Å
c 3.5296(4) Å
Ncells 125 000
dmax 150 Å
cTm (0.3 mol%) 4.14 � 1019 ions cm�3

s (n = 21 100 cm�1) 7.77 � 10�22 cm2

P

Ab

1.7 � 107 W cm�2

Dtpulse 5 ns

Fig. 7 All 1D2 simulated decay curves of the 571 Tm3+ ions in a
b-NaYF4:0.3% Tm3+ sample of 50� 50� 50 unit cells. The average population
is shown as a thick red curve. The inset shows the histogram of the number of
ions with a given energy transfer probability to its nearest neighbor. The ions
with a higher transfer probability have faster rise and decay times.
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average decay curve at longer times. Because of the discrete
nature of the distances in the lattice, the ET probability between
two ions drops from about 6 � 106 s�1 to 3 � 105 s�1 for
separations of 3.53 Å and 5.9 Å, respectively.

The features in the decay curves of other states have similar
microscopic origins; however, since the 1D2 population requires
two ET steps, this state is more strongly affected than others by
the lattice distance distribution.

5 Conclusions

Two Tm3+–Tm3+ energy transfer processes are responsible
for the upconverted UV luminescence in b-NaYF4:Tm3+ after
3H6 - 1G4 blue excitation at 21 140 cm�1: the cross-relaxation
step 3H6 + 1G4 -

3H5 + 3H4 and the energy transfer upconversion
step 3H4 + 1G4 -

3F4 + 1D2. The alternative mechanism consisting
of the energy transfer upconversion step 1G4 + 1G4 - 3F3 + 1D2

and non-radiative relaxation 3F3 - 3H4 cannot explain all experi-
mental data. It requires unreasonable parameters for the upcon-
version and multiphonon relaxation rates.

The interaction strength and multipolarity have been determined
for each process from a fit to experimental data. All results indicate
that energy migration is negligible in these samples and that all
energy transfer processes are due to dipole–dipole interactions.

The microscopic rate equation model accurately fits the
experimental data and offers a detailed view on the ion to ion
energy transfer processes. This microscopic model is a signifi-
cant improvement on other models such as Inokuti–Hirayama
and the average rate equation models because it takes into
account the distances between ions and all decay and energy
transfer processes in the sample, including energy migration.
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29 K. W. Krämer, D. Biner, G. Frei, H. U. Güdel, M. P. Hehlen
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