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Quantitative diffusion and swelling kinetic measurements using large-angle interferometric refractometry
1 Introduction

Understanding the diffusion of liquids and gases out of thin polymer films is an important concern in many industrial processes. This includes, for example, the application and curing of paints and coatings and of protective layers for electronic components. Diffusion of gases and solvents into polymer films affects the chemical resistance of these films and is similarly important. In analytical chemistry analyte diffusion into thin films governs solid phase microextraction (SPME) and partitioning of the analyte between the mobile and stationary phase in chromatographic separations. The uptake and release of sorbates can frequently be modelled using Fick's laws of diffusion with boundary conditions that imply an impermeable supply (or sink) on the other. In chromatographic separations, this infinite layer is known as the “mobile phase”.

A large number of methods exist for the measurement of diffusion constants. They typically exploit either the change in mass or the change in film thickness upon uptake or release of an analyte. For example, the resonance frequency changes of a Quartz Crystal Microbalance (QCM) or thickness shear mode resonator give accurate values for diffusion coefficients from effective mass changes. These methods work well for some thin films (<100 nm), but require correction terms to account for the elasticity and damping of thicker films.

Measurements of the optical properties of films such as absorption, bulk refractive index and fluorescence are sensitive, “non-contact” forms of interrogation that are well-suited for many diffusion kinetics measurements. These changes are related to the average concentrations of analytes within the film. For example, using attenuated total-internal reflection Fourier transform infrared spectroscopy (ATR-FTIR) diffusion coefficients can be measured in real time from the absorption lines characteristic of the diffusing target species.

The refractive index is arguably the most universal optical property of a film that changes with analyte uptake. It can be measured over a very large wavelength range but provides the least information about the identity of the molecule. The specificity can be recovered by synthesizing coating materials that are selective to a target group of analytes. Refractive index is often measured using Abbé-type refractometers, where a sample is placed between an illumination and a refraction prism. An alternative arrangement involves measuring the refraction of light when shone through sample liquids inside a V-block prism refractometer. Other approaches involve placing the...
prism on a goniometer to probe the refraction of a sample at a range of incident angles.\textsuperscript{11} Sensitive measurements were performed by sandwiching liquid samples between a prism and a diffraction grating and then measuring changes to the diffraction peaks.\textsuperscript{12} Refractive index can also be measured using surface plasmon resonance (SPR) and has been used to measure, for example, the diffusion of aromatic solvent vapour into a Teflon AF1600 coating.\textsuperscript{13} More recently, refractive index measurements have been demonstrated from the intensity of Fresnel reflection at the end of a fibre\textsuperscript{14} or reflection from fibre Fabry–Perot cavities formed using fibre Bragg gratings.\textsuperscript{15} They have also been demonstrated using fibre bundles\textsuperscript{16} and lensed photonic crystal fibres (PCF) with micromirrors.\textsuperscript{17} However, refractive index measurements on their own are not sufficient to characterize the uptake or release of compounds into thin films. For example, the uptake of an analyte into a film frequently leads to a refractive index increase, but if the film also swells upon analyte uptake and the liquid analyte's refractive index is lower than that of the film, the refractive index may actually decrease.

For the simultaneous measurement of refractive index and thickness of thin films (10 nm–1 μm), ellipsometry is usually the preferred technique. While it is difficult to beat the resolution and accuracy offered by this technique, it can be complicated to measure the film's index and thickness \textit{in situ}, since ellipsometry typically requires unobstructed optical access to the top surface of the film.\textsuperscript{18,19} In this regard, "conventional" refractometry has demonstrated potential for determining the \textit{in situ} refractive index of liquids and films.\textsuperscript{8,20,21} Typically, thin film interference cannot provide independent measurements of thickness and refractive index but can only measure the optical path length, \textit{i.e.} the product of these two values. Hence, it remains difficult to use these measurements for accurate uptake analysis.

Alternatively, film thickness, surface roughness, density and refractive index profiles can be measured for thin films (1–500 nm) using either X-ray or neutron reflectometry.\textsuperscript{22–25} Here, collimated X-ray or neutron beams are reflected by a film at glancing angles and the film profile is extracted from the angular reflection pattern. Neutron reflection has the added advantage that it is sensitive to the nuclear mass allowing it to distinguish between different isotopes contained in either the films or the diffusing analytes.\textsuperscript{22} These techniques have been used to study the swelling of polyacrylamide\textsuperscript{24,25} and polystyrene polymers.\textsuperscript{23} While both reflectometry techniques provide better than nanometer resolution, they require highly specialized and expensive equipment. Both techniques are conceptually quite similar to the optical method presented in this article.

Here, we demonstrate the use of a specifically designed large-angle interferometric refractometer for independent measurements of (a) the film's thickness, (b) its bulk index and (c) the refractive index at the film/substrate interface. The instrument permits measurements at a rate that is currently limited by the frame rate of our camera to 1 Hz, with a refractive index resolution of 1 to 5 × 10\textsuperscript{−4} and a thickness resolution of <1% on a 40 μm thick film. This technique is suitable for characterization of smooth, and homogeneous, transparent films with a thickness in the range of 15–150 μm. In a previous letter we described the application of this method to measurements of gas diffusion into a siloxane-type polymer.\textsuperscript{26} Herein, the technique is validated by observing the time-resolved diffusion of water into SU-8 photosensitive films (40–45 μm thick). The uptake of methanol, isopropanol and other solvents into SU-8 is also described.

SU-8 was selected as a test material because of the extensive literature and well-understood physical properties of this photoresist. The structure of SU-8 is a tetramer glycidylether of a Bisphenol A Novolac resin shown in Fig. 1. SU-8 is a popular photosensitive for electronic and photonic circuitry and for micro-mechanical and micro-electro-mechanical systems (MEMS). Photo-activated resists, including SU-8, Novolac\textsuperscript{27} and EPON\textsuperscript{28} resins, are commonly used to template high aspect ratio structures. Using photolithography, SU-8 can be made into complex structures including pillars, microcantilevers, microfluidic channels and micromechanical valves in lab-on-a-chip applications (\textit{e.g.} ref. 29 and 30). SU-8 is also used for the fabrication of microfluidics on top of optical nanodevices (\textit{e.g.} silicon, silicon nitride and silica photonic devices), and as a protective overcoat for photonic and electronic chips.\textsuperscript{31–33} In these applications it is important to understand the diffusion of water and other solvents through SU-8. Previous studies on water diffusion into photosensitive films found that water causes SU-8 and other photoresists to swell slightly.\textsuperscript{34–37} Exposure to other solvents can also result in film cracking, delamination and damage to microstructures.\textsuperscript{38–41}

In this study, we use interferometric refractometry at large incidence angles to demonstrate real-time kinetic measurements of refractive index and thickness of films. The diffusion of water and other solvents into SU-8 photosensitive is used to highlight the sensitivity and accuracy of the technique. Comprehensive models for both the diffusion kinetics and the quantification of the water mole fraction and mass fraction in the film complete the study.

This article provides first a brief description of the interferometric refractometer, its operating principle and a detailed description of the data analysis procedure. The change in thickness and refractive index of a thin SU-8 film during the
uptake of water is presented. The mole fraction of water in the SU-8 film is then calculated using an equation derived from the Lorenz–Lorentz and Clausius–Mosotti equations. The average bulk refractive index, and the refractive index near the film–substrate interface are both used to obtain the diffusion coefficients of water from a simple, but accurate, kinetic model based on Fick’s laws of diffusion. The interactions of SU-8 with other solvents including methanol, isopropanol, acetone, acetonitrile and m-xylene are also described.

2 Experimental methods

The glancing-angle interferometric refractometer and Fourier transform-based data analysis were briefly described in a letter.26 The following provides details on the data acquisition and processing. A theoretical interpretation of the results in terms of the analytes’ mole fraction and the Fickian diffusion constants is given in Section 3.

2.1 Experimental setup

A refractometer was constructed using a 1550 nm diode laser (Thorlabs LPS-1550-FC, 1.5 mW) as a high coherence length light source. A fibre polarization controller and polarization filter was used to select only p-polarized light. Two lenses were used as a Galilean beam expander to increase the laser beam diameter to approximately 1 cm. The light was then focused onto the top surface of a 25 mm high-density flint glass equilateral prism (Schott N-SF11, \( n_{FS} = 1.7434 \)) using a cylindrical lens \( f = 2.50 \) cm. A second cylindrical lens \( f = 5.00 \) cm was used to focus the reflected light onto a near-IR CCD camera (Edmund Optics, NIR Camera # 56-567) as shown in Fig. 2A. Cylindrical lenses are preferred over spherical lenses to reduce aberration of the fringes in the images.

The intensity of the reflected light at the film–substrate interface is governed by the Fresnel reflection of p-polarized light:

\[
R = \left( \frac{n_S \cos \theta_i - n_{FS} \cos \theta_i}{n_S \cos \theta_i + n_{FS} \cos \theta_i} \right)^2
\]

Here, \( n_S \) and \( n_{FS} \) are the refractive indices of the substrate (prism) and of the film at the film–substrate interface, respectively. Angles of incidence above the critical angle are totally internally reflected within the prism and are observed as a bright region at the right of the images (Fig. 2B).

Below the critical angle the Fresnel reflected light interferes with light reflected from the top surface of the film resulting in a fringe pattern. One would expect this fringe pattern to extend all the way to the angle of total internal reflection, but instead a dark band is observed at glancing angles that are very close to the critical angle. At these angles the light is reflected over considerable lengths within the film and is then spatially separated from the reflection at the bottom of the film. Interference is then no longer possible (see ESI† for details). The cross-sections of the images were obtained by averaging the intensities of each pixel column using a custom Matlab™ protocol (Fig. 3A). Performing Fourier analysis on the cross-sections allows for extraction of the associated phase, \( \phi \).26 After “unwrapping” the phase (Fig. 3B), the average refractive index of the film, \( \bar{n}_F \), and its thickness, \( d \), can be extracted from a fit to

\[
\begin{align*}
\frac{n_S^2}{2} \sin^2 \theta_i &= \left( \frac{\lambda}{2\pi d} \right)^2 \left[ -\phi^2 + 2\phi_0 \phi - \phi_0^2 \right] + \bar{n}_F^2 \\
n_S^2 \sin^2 \theta_i &= a \phi^2 + b \phi + c
\end{align*}
\]

The fitting parameters \( a \), \( b \), and \( c \), are used to obtain the film thickness, \( d \), and the average refractive index, \( \bar{n}_F \).

\[
d = \frac{\lambda}{4\pi \sqrt{-a}} \quad \text{and} \quad \bar{n}_F = \sqrt{c - \frac{b^2}{4a}}
\]

The critical angle,

\[
\theta_c = \sin^{-1} \left( \frac{n_{FS}}{n_S} \right)
\]

depends on the refractive index at the film–substrate interface, \( n_{FS} \), and can be obtained directly from the images and the cross-sections as the transition between the “dark” regions of
Fresnel reflection and the brighter total internal reflection (Fig. 2B and 3A). As expected we found a linear relationship between the pixel column number and the sample refractive index values, \( n_{\text{PS}} \). A forthcoming publication describes the calibration of the large angle interferometric refractometer and the accuracy of the refractive index measurements. Briefly, we found that the accuracy is limited by the reliability of the accepted refractive index standards which is conservatively given as \( \Delta n = 5 \times 10^{-3} \), though, upon comparison with literature values of common organic solvents, we find our system accuracy is closer to \( \Delta n = 5 \times 10^{-4} \). The accuracy of the prism index is expected to be better than \( 2 \times 10^{-4} \). The repeatability of independent measurements of \( n_{\text{PS}} \) is between \( 1-5 \times 10^{-4} \) depending on the material or solvent. Finally, the precision of consecutive refractive index measurements taken during one analyte uptake experiment is better than \( 0.3 \times 10^{-4} \) (see Section 4.1).

2.2 Data processing

Baseline measurements were taken for 20 minutes before approximately 5 mL of either water or another solvent was pipetted on top of the SU-8 film. To visualize the uptake, the cross-sections – obtained as in Fig. 3A – were stacked as columns of an image (Fig. 4A). This image was then Fourier filtered (Fig. 4B) using Image-J software\(^{42} \) to remove periodic features smaller than 10 pixels and larger than 640 pixels. Fourier filtering also removed vertical stripes which were attributed to intensity fluctuations between images. Finally, an edge-finding algorithm, based on the first derivative, was used to obtain the critical angle (Fig. 4C). The critical angle was determined by fitting a Gaussian function to the highlighted band (arrow in Fig. 4C).

The cross-sections of the original data (Fig. 3A) were also processed by Fourier analysis as described by Chen et al.\(^{26} \) Here, the Fourier transform was taken of each intensity cross-sections (Fig. 3A) and windowed to select only the positive spatial frequency component. The inverse Fourier transform was then taken and the phase was extracted as a function of incident angle (Fig. 3B). After unwrapping the phase, the film thickness, \( d \), and the average refractive index, \( n_{\text{film}} \) were extracted using eqn (2) where the limits of the fitted region were defined dynamically using the previously obtained critical angle, \( \theta_c \). To increase the robustness of our measurements the refractive index and thickness were obtained from over 600 slightly different fitting regions on each image and then averaged to compensate for any image anomalies.

2.3 SU-8 film preparation

Five SU-8 films were prepared using SU-8 50 resin (Microchem, Newton, MA) which was spin-coated onto high density flint glass slides (Schott Glass N-SF11, thickness ~1 mm; \( n_{1550} = 1.7434 \)) according to the manufacturer’s instructions.

The slides were cleaned with isopropanol, dried using compressed air and then heated to 65 °C. To obtain films with thicknesses between 30 to 45 \( \mu \text{m} \), the slides were spin coated at 500 rpm for 15 seconds with an acceleration of \( \sim 50 \text{ rpm s}^{-1} \) to uniformly spread the resin on the substrate, then at 3000 rpm for 35 seconds with an acceleration of \( \sim 250 \text{ rpm s}^{-1} \) to achieve the desired thickness. The films were then prebaked at 65 °C for 5 minutes followed by a soft bake at 95 °C for 15 minutes. Three of the slides were exposed to UV light (\( P = 10 \text{ mW cm}^{-2} \), \( \lambda = 350 \text{ nm} \)) for 40 seconds. The other two slides were exposed for an additional 2 minutes and 20 seconds (total: 3 minutes) to test whether the UV curing time affected the film properties. After the curing step, the slides were post-baked at 65 °C for 1 minute and then at 95 °C for 4 minutes. The slides were left on the hot plate for 15 minutes as the hot plate cooled down to
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prevent cracking from rapid cooling. Between experiments, the slides were stored in a vacuum desiccator containing activated Drierite (Sigma Aldrich). The desiccator was evacuated using an oil-free membrane pump. To contain the liquid solvents on top of the films, a glass cylinder was glued to the top of the SU-8 films using commercially available “5 minute” epoxy adhesive. The coated slides were then placed on top of the prism using refractive index matching liquid (\(n_d = 1.7250\), Cargille Labs).

### 3 Theoretical methods

#### 3.1 Calculation of mole fraction

In the following paragraphs, calculations are presented to correlate the experimentally observed change in thickness and refractive index of a polymer film to the unknown fraction and mole fraction of an analyte within the film. As will be shown, the mole fraction of a compound absorbed by a polymer film, \(X\), is unambiguously related to thickness and refractive index of a film.

The polarizability, \(P\), of a material can be related to its density, \(\rho\), molar mass, \(M\), and refractive index, \(n\). Within the assumptions of the Clausius–Mosotti equation, the polarizabilities of the polymer, \(P_P\), and the analyte, \(P_A\), are treated as independent of each other, i.e. the small contribution of intermolecular interactions to the polarizability is neglected.

\[
P_A = \left(\frac{m_A^2 - 1}{m_A^2 + 2}\right) \frac{M_A}{\rho_A} \quad \text{and} \quad P_P = \left(\frac{m_P^2 - 1}{m_P^2 + 2}\right) \frac{M_P}{\rho_P} \quad (5)
\]

Similarly, the molar polarizability of the swollen film, \(P_F\), can be determined by its density, \(\rho_F\), and the refractive index of the swollen film, \(n_F\), in addition to the effective molar mass of the mixture. This molar mass is given as a weighted sum of \(M_P\) and \(M_A\).

\[
P_F = \left(\frac{m_F^2 - 1}{m_F^2 + 2}\right) \frac{X M_A + (1 - X) M_P}{\rho_F} \quad (6)
\]

Both \(n_F\) and \(\rho_F\) are functions of \(X\) and must be experimentally obtained for a given value of \(X\). Assuming that the molar polarizabilities are additive, the polarizability of the swollen film can be calculated from the respective contributions of the analyte and polymer.

\[
P_F = X P_A + (1 - X) P_P \quad (7)
\]

This equation corresponds to the well-established Lorentz–Lorenz equation.\(^{43-45}\) Insertion of eqn (5) and (6) into (7) gives after rearrangement:

\[
X = \frac{P_P - \left(\frac{m_P^2 - 1}{m_P^2 + 2}\right) \frac{M_P}{\rho_F}}{\left(\frac{m_A^2 - 1}{m_A^2 + 2}\right) \frac{M_A}{\rho_F} - X \left(\frac{m_A^2 - 1}{m_A^2 + 2}\right) \frac{M_P}{\rho_F}} \quad (8)
\]

The mole fraction is defined as

\[
X = \frac{m_A}{M_A + m_P} \quad (9)
\]

which can be rearranged to:

\[
\frac{m_A}{m_P} = \frac{X}{1 - X} \quad (10)
\]

The ratio of density of the mixture and the density of the starting polymer can be expressed as

\[
\frac{\rho_F}{\rho_P} = \frac{m_P + m_A}{m_P} \frac{d}{d + \Delta d} = \frac{1 + \frac{m_A}{m_P}}{1 + \frac{\Delta d}{d}} \quad (11)
\]

---

**Fig. 4** (A) 4000 image cross sections similar to Fig. 3A were taken in 1 s intervals and stacked as pixel columns. At \(t = 0\) s water was placed above the SU-8 film. (B) A Fourier filter was applied to the image to reduce the noise. (C) An edge finding routine was used to help locate the critical angle (arrow). This image has been contrast-enhanced to emphasize the interface position.
and combined with eqn (10) to obtain:

\[ \rho_F = \rho_p \frac{1 + \frac{M_A}{M_p} \left( 1 - X \right)}{1 + \frac{\Delta d}{d}} \]  

(12)

Next, eqn (12) can be inserted into eqn (8) to obtain the mole fraction of the analyte in the polymer film

\[ X = \frac{P_F - P_p \left( \frac{n_F^2 + 2}{n_p^2 - 1} \left( \frac{n_F^2 - 1}{n_p^2 + 2} \right) \left( 1 + \frac{\Delta d}{d} \right) \right)}{P_F - P_p \left( \frac{n_F^2 + 2}{n_p^2 - 1} \left( \frac{n_F^2 - 1}{n_p^2 + 2} \right) \left( 1 + \frac{\Delta d}{d} \right) \right) - P_A} \]  

(13)

where \( P_F \) and \( P_A \) are given by eqn (5). This equation for the mole fraction of an analyte in a polymer matrix now depends only on (a) the molar polarizabilities for polymer and analyte that may be obtained from the literature or calculated from experimental values using eqn (5), (b) the polymer refractive index before uptake, \( n_p \), and after uptake, \( n_F \) and (c) the thickness of the polymer before uptake, \( d \), and after uptake, \( d + \Delta d \). Thicknesses and refractive indices are, here, experimentally obtained. A similar form of eqn (13) expressed as a mass uptake fraction, \( Y \), was previously obtained by Sirard et al.\(^{46}\) and is determined from eqn (13) as

\[ Y = \frac{X M_A}{X M_A + (1 - X) M_p} \]  

(14)

The main assumption in deriving eqn (13) and (14) is that the polymer film only expands in one dimension, i.e. that its “footprint” remains unchanged. Given that the lateral width of the film is much larger (several millimetres) compared to its height and that the substrate is not flexible, it is likely that this assumption will hold. In addition we assume the validity of the Clausius–Mosotti eqn (5) and the Lorentz–Lorenz eqn (7), i.e. the additivity of the polarizabilities. The second assumption implies that interactions between analyte and matrix do not contribute to the molar polarizability of one another. Importantly, eqn (13) and (14) do not imply that the swollen polymer is an ideal solution or that the excess molar volume for mixing is zero as is assumed in the so-called effective medium approximation.\(^{19}\)

3.2 Diffusion kinetics

The mole fractions calculated in the previous section are obtained by analysis of a large number of interferograms taken in 1 second intervals. Fitting to the mole fractions as a function of time allows for determination of the diffusion rate of a analyte through a polymer film. In the following section we derive two equations that permit the determination of the diffusion constant from either the average mole fraction of the analyte in the polymer film or from the mole fraction near the film–substrate interface.

We assume that the uptake of an analyte (liquid or gas) into a polymer film (or membrane) can be modelled using Fick’s second law for one-dimensional diffusion:

\[ \frac{\delta X}{\delta t} = D \frac{\delta^2 X}{\delta y^2} \]  

(15)

The Fickian diffusion model is appropriate for polymer networks for tracer diffusion, i.e. when the analyte mole fraction is very low\(^{47}\) as is the case in the present experiments. Fickian diffusion is also adequate at high analyte concentrations, when the temperature is well above the glass transition temperature of the polymer. Since for cross-linked SU-8 the glass transition temperature is >200 °C and for an unexposed film it is around 50 °C, this model is expected to fail for SU-8 at high analyte concentrations. In the present case of low analyte concentration the Fickian model is expected to be accurate.

With the appropriate boundary conditions one can find solutions, \( X(y, t) \), for eqn (15). Since our films are open to the analyte at one face and impermeable at the opposite face, we can treat the problem as one-dimensional diffusion through a plane of finite thickness within an infinite reservoir of analyte.

The interferometric refractometer provides two different methods of determining the film’s refractive index. When using the critical angle of reflection, \( n_{cr} \), to determine the film’s index, we probe the refractive index, \( n_{FS} \), close to the glass substrate. This index is therefore related to the mole fraction at the bottom of the film (film–substrate interface) \( X(y = 0, t) \). On the other hand, the fringes apparent in Fig. 3A depend on the average bulk index of the film, \( n_p \), a property that is related to the average concentration of the analyte which is obtained by integrating over the entire film thickness.

\[ X(t) = \frac{1}{d} \int_{-d}^{d} X(y, t) dy \]  

(16)

Crank analytically solved the problem of diffusion into a film of finite thickness that is mounted on one impermeable wall\(^{21}\) and obtained an infinite sum of exponentials:

\[ \frac{X(y, t) - X_0}{X_{\infty} - X_0} = 1 - \frac{4}{\pi} \sum_{i=0}^{\infty} \left( \frac{-1}{2i + 1} \right) \exp \left( -D(2i + 1) \frac{\pi^2 y^2}{4d^2} \right) \times \cos \left( (2i + 1) \frac{\pi y}{2d} \right) \]  

(17)

At short times a very large number of terms in the sum are required, and the following approximate solution is more practical.

\[ \frac{X(y, t) - X_0}{X_{\infty} - X_0} = \sum_{i=0}^{\infty} (-1)^i \text{erfc} \left( \frac{(2i + 1)d - y}{2\sqrt{Dt}} \right) \]  

(18)

Here, \( X_0 = X(y, t = 0) \) is the initial concentration in the film and \( X_{\infty} = X(y = d, t) \) is the equilibrium concentration of the analyte in the film. If the film is initially free of analyte, \( X(y, t = 0) = 0 \) we can write (17) as:

\[ X(y, t) = X_{\infty} \left[ 1 - \frac{4}{\pi} \sum_{i=0}^{\infty} \left( \frac{-1}{2i + 1} \right) \exp \left( -D(2i + 1) \frac{\pi^2 y^2}{4d^2} \right) \times \cos \left( (2i + 1) \frac{\pi y}{2d} \right) \right] \]  

(19)

The limiting case at \( t \to \infty \) gives the equilibrium concentration \( X(y, t = \infty) = X_{\infty} \). The other limiting case at \( t = 0 \) reduces
eqn (19) to \( X(y = 0, t = 0) = 0 \), as the second term in the brackets becomes unity when applying the Leibnitz expression:

\[
\frac{\pi}{4} = \sum_{i=0}^{\infty} \frac{(-1)^i}{2i + 1}
\]

(20)

Rewriting eqn (19) for \( y = 0 \) at all times allows for calculation of the uptake curve at the film–substrate interface.

\[
X(0, t) = X_\infty \left[ 1 - \frac{4}{\pi} \sum_{i=0}^{\infty} \frac{(-1)^i}{2i + 1} \exp \left( -D(2i + 1)^2 \frac{\pi^2 t}{4d^2} \right) \right]
\]

(21)

This mole fraction \( X(y = 0, t) \) is readily obtained from the measured refractive index at the substrate interface, \( n_{\text{ref}} \), and using eqn (13). The diffusion coefficient, \( D \), can then be obtained by fitting experimental data with eqn (21). Although this function contains an infinite sum of exponential functions, fitting is tri-exponential fit should be sufficient.

Again, the diffusion coefficient may be obtained by fitting to the experimentally obtained thickness, \( d + \Delta d \), and average refractive index, \( n_F \), from which the mole fraction \( X(t) \) is obtained with eqn (13).

It is now apparent that one can determine the diffusion coefficient from two different measurements, i.e. using either the local analyte mole fraction at the film–substrate interface or the average mole fraction in the bulk film.

Fig. 5A shows the simulated mole fraction of the analyte, \( X(y, t) \), in a film with an impermeable wall for different times, \( t \). The diffusion coefficient was set to \( D = 1 \times 10^{-8} \text{ cm}^2 \text{ s}^{-1} \) and the thickness of the film to \( d = 40 \mu\text{m} \). The red traces show the concentration profile in the film at \( t = 5 \text{ s} \) then from \( 10 \text{ s} \) to \( 100 \text{ s} \) in 10 second increments and finally from \( 100–1500 \text{ s} \) in 100 second increments using eqn (19). The dashed black lines in Fig. 5A show the concentration profile calculated using a sum of complementary error functions from the approximate eqn (18). Fig. 5B shows the mole fraction near the substrate, \( X(0,t) \), from eqn (21) and the average mole fraction, \( \bar{X}(t) \) from eqn (22). Ten exponential terms were included in the calculation of \( X(0, t) \) and in the calculation of \( \bar{X}(t) \).

4 Experimental results and discussion

4.1 Mole fraction and diffusion of water through SU-8

The diffusion of water through an SU-8 film was recorded by taking images of the interference patterns in one-second intervals. Fourier analysis was performed on each image profile to extract the film thickness and average refractive index. A sudden jump in the average film refractive index was observed when water was deposited on top of the films (Fig. 6). This step was followed by a much slower change in thickness and refractive index, which is consistent with the expected diffusion dynamics.
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Fig. 5  (A) The concentration profile as a function of time and depth into a 40 \( \mu\text{m} \) film on an impermeable wall at \( d = 0 \mu\text{m} \). The concentration gradients are shown at \( t = 5 \text{ s} \) then from \( 10 \text{ s} \) to \( 100 \text{ s} \) in 10 second increments and finally from \( 100–1500 \text{ s} \) in 100 second increments. Curves calculated using eqn (19) are shown as red solid lines and those calculated using eqn (17) are given as dashed black lines. (B) The concentration change at the film–substrate interface (black solid line) is calculated using eqn (21). It shows an initial lag due to the time required for the analyte to diffuse through the material. The average concentration inside the film is given by eqn (22) (dashed blue line).
The film thickness values of similar coatings obtained by large angle interferometry were found to be within 3% of the values obtained using a stylus profilometer (Dektak 8 Stylus Profiler, Veeco Instruments Inc.).

The initial step is attributed to the Goos–Hänchen effect. The optical environment above the film changes rapidly from water. The refractive index near the film–substrate interface, \( n_{FS} \), is obtained from the critical angle (see Fig. 4). The Goos–Hänchen effect causes only a small step in the bulk refractive index curve, \( n_{FS} \). (B) Thickness of an SU-8 film obtained by fitting the unwrapped phase with eqn (2) (blue empty circles). The much larger Goos–Hänchen effect in the thickness measurement was corrected by subtracting 160 nm from all measurements after \( t = 0 \) (red dots).

Fig. 6 (A) The average refractive index \( \bar{n}_{FS} \) obtained by fitting the unwrapped phase with eqn (2) (blue open circles) and the refractive index near the film–substrate interface \( n_{FS} \), (black dots) during the uptake of water. The refractive index near the film–substrate interface, \( \bar{n}_{FS} \), is obtained from the critical angle (see Fig. 4). The Goos–Hänchen effect causes only a small step in the bulk refractive index curve, \( n_{FS} \). (B) Thickness of an SU-8 film obtained by fitting the unwrapped phase with eqn (2) (blue empty circles). The much larger Goos–Hänchen effect in the thickness measurement was corrected by subtracting 160 nm from all measurements after \( t = 0 \) (red dots).

The film thickness values of similar coatings obtained by large angle interferometry were found to be within 3% of the values obtained using a stylus profilometer (Dektak 8 Stylus Profiler, Veeco Instruments Inc.).

The initial step is attributed to the Goos–Hänchen effect. The optical environment above the film changes rapidly from air to water resulting in a sudden extension of the evanescent field’s permeation depth, and an increase of the effective index of the film. For large incidence angles this causes a small spatial shift of the reflected beam. Since the shift occurs between two consecutive images (\( < 1 \) s) it can be assumed that it is not a result of diffusion into the film and can be subtracted from the data set. After subtraction of the Goos–Hänchen effect, both the bulk (average) refractive index and the film’s thickness were found to increase immediately. Conversely, the Goos–Hänchen effect is not observed at the film–substrate interface (critical angle) as the surrounding environment, the bulk film, did not change significantly. Instead we observe a delayed response as analytes must first diffuse through the film to the film–substrate interface (Fig. 6). The large data set allows for an estimate of the precision of the relative refractive index and thickness measurements as \( \delta n_{FS} = 1.5 \times 10^{-5} \), \( \delta n_{F} = 2.6 \times 10^{-5} \) and \( \delta d = 0.04 \mu m \) based on the standard deviations of the 900 s before the uptake experiment.

In our case, eqn (13) and (19) are valid at any location in the film and can be applied to calculate either the local concentration at the film–substrate interface using \( n_F = n_{FS} \) and eqn (21), or the average concentration throughout the film using \( n_F = \bar{n}_F \) and eqn (22). In the calculation of the water mole fraction we use as a reference the molar mass of a single tetramer unit of SU-8, \( M_{SU-8} = 1399.7 \) g mol\(^{-1}\), as well as \( M_{H_2O} = 18.0153 \) g mol\(^{-1}\), \( \rho_{SU-8} = 1.19 \) g mL\(^{-1}\), and \( \rho_{H_2O} = 0.99704 \) g mL\(^{-1}\).

When a film begins to swell, the density does not change uniformly, i.e. the uppermost portions of the film will swell before the lower portions. This spatially distributed swelling in non-equilibrated films is expected to generate refractive index gradients which may complicate the interpretation of the interferograms. While light rays will bend towards the higher refractive index region of the film, the interferograms only contain information about the “effective” refractive index of the bulk film, (i.e. \( n_F = \bar{n}_F \)). Using a ray model we have examined whether the effective index obtained for an index gradient is indeed close to the average refractive index and found that for incidence angles that are at least 0.5 degrees below the critical angle the refractive index is accurate within \( 5 \times 10^{-4} \) (see ESIF for a detailed discussion). Most of the fringes are observed at incidence angles that are more than 1 degree below the critical angle (Fig. 3A) and the refractive index gradient in the film is then well-approximated with the film’s spatially averaged index. The lack of sensitivity to the refractive index gradient simplifies our mathematical treatment on one hand, but also points to a shortcoming of our method when compared with ellipsometry, and neutron- and X-ray reflectometry, i.e. techniques that permit measurements of index gradients.

Fig. 7A shows the mole fraction and mass fraction of water in the bulk SU-8 film as obtained from \( \bar{n}_F \) in Fig. 6A and from \( \bar{d} \) in Fig. 6B. The data cannot be fit using a simple 1-D diffusion model, but instead reflects independent contributions from two diffusion processes having different rates. We fit the data using a sum of two uptake curves as in eqn (21) – each having ten terms in the sum. The fit is remarkably good and yields two limiting values, \( X_{\infty,1} \) and diffusion coefficients, \( D \). We obtain \( X_{\infty,1} = 0.176, D_1 = 5.67 \times 10^{-9} \) cm\(^2\) s\(^{-1}\) for the slower process and \( X_{\infty,2} = 0.348, D_2 = 61.2 \times 10^{-9} \) cm\(^2\) s\(^{-1}\) for the faster process. The mass fractions are calculated from eqn (14) as \( Y_{\infty} = 2730 \) ppm\(_w\) and 6810 ppm\(_w\), respectively. A mole fraction of 0.176 (0.348) implies that on average there is approximately one water molecule per 5.7 (2.9) SU-8 tetramer units (see Fig. 1).

We speculate that the observed rapid change in thickness (Fig. 6A) is due to a restructuring of the SU-8 surface layers and is therefore a local phenomenon. The bulk density and the local density at the substrate interface would then be much less affected. Liu et al. made a similar qualitative observation when they found that water predominantly absorbs in the uppermost part of a 5.6 \( \mu m \) thick cantilever.\(^{24}\) In our experiment the mole fraction of adsorbed water near the top of the film is about twice as high as in the rest of the film. The slower process then clearly corresponds to the diffusion of the remaining adsorbed
water throughout the film. Only the slower process affects the refractive index below the surface of the film and would be observable in critical angle measurements. This process leads to the observed delayed change in refractive index at the film–substrate interface (Fig. 7B).

The mole fraction of water near the film–substrate interface cannot be calculated in the same manner, since the density change at this interface and the associated term $\Delta d/d$ is unknown. However, since only about one water molecule per 5.7 SU-8 tetramer units is present, the local fractional density change $(1 + \Delta d/d)$ (see eqn (13)) at the substrate interface is likely small. We found that neglecting the change of density entirely, i.e. setting $\Delta d = 0$ in eqn (13) produces an uptake curve that is remarkably well described using a 1-D Fickian diffusion model (Fig. 7B), lending support to the hypothesis that the density of the lower portion of the films does not change as much as the change in overall film thickness would suggest, and, furthermore, that this thickness change is largely a surface phenomenon. The diffusion coefficient obtained by fitting to eqn (21) is found to be $D = 13.98(2) \times 10^{-9}$ cm$^2$ s$^{-1}$, and $X_\infty = 0.11440(4)$ ($Y_\infty = 1660$ ppmw). The uncertainty in the last digit reflects the fit error. The similarity of the fit parameters to those of Fig. 7A supports our hypothesis that the slower process $(D = 5.67 \times 10^{-9}$ cm$^2$ s$^{-1}$) describes the diffusion of the adsorbed water throughout the film, and is accompanied by only a small change in density.

Fig. 7B also presents the mole fraction of water in the bulk film calculated from the phase analysis with eqn (13) as in Fig. 7A but setting again $\Delta d = 0$. The fit to eqn (22), is excellent and furthermore yields fitted parameters $(X_\infty = 0.12656(9)$ ($Y_\infty = 1861.5$ ppmw) and $D = 16.42(8) \times 10^{-9}$ cm$^2$ s$^{-1}$) that are very similar to the data obtained from the critical angle measurement.

We note that diffusion coefficients are often calculated from similar data but only with the first term in the series of exponential terms of eqn (22). While this is adequate at late times or for sparse data sets the fits may deviate substantially at early times of the uptake curve (inset in Fig. 7). When fitting only the early data, the diffusion coefficient from a single exponential fit differs by a factor of two compared to the fit including ten exponential terms. Of course, the additional terms in our eqn (22) do not introduce extra fitting parameters and therefore do not complicate the fit.

4.2 Comparison to previous work

The preparation of SU-8 is a multistep process involving spin coating, a two-step soft bake, exposure to light (UV or X-ray), a two-step post-bake, development to remove the uncured resist, and an optional hard-bake for added stability of complex structures. There are a large number of parameters that may be adjusted, and, accordingly, the properties of SU-8 films can vary drastically depending on the protocol used.

In all our experiments the diffusion constant for the slow process $D = 5.67 \times 10^{-9}$ cm$^2$ s$^{-1}$ was slightly larger than those in the literature $(1.25-3.00 \times 10^{-9}$ cm$^2$ s$^{-1})$. This is not unexpected as our SU-8 curing conditions were somewhat different from those reported earlier. Diffusion of water through EPON 828, a closely related material, has similarly been shown to exhibit a large range of diffusion rates $(4 \times 10^{-10} - 1 \times 10^{-8}$ cm$^2$ s$^{-1})$. The large range of diffusion coefficients is a result of mechanical differences from the preparation procedures of the epoxies. For example, high concentrations of solvents gamma-butyrolactone, in SU-8, or cyclopentanone in SU-8 2000, at the time of UV irradiation allows for enhanced diffusion of photo-acids generated within the film. This results in denser cross-linked materials that form stronger films, with less internal stress and cracking during film preparation. If the concentration of solvent is too high, photo-acids may diffuse into unexposed portions of the SU-8 causing unwanted cross-linking and defects in complex structures.

As the degree of cross-linking increases, the affinity to water decreases due to increased rigidity of the material. In the present work the SU-8 films were not optimized to increase their resistance to water and other solvents, and it is therefore not surprising that the measured diffusion rate was found to be slightly higher compared to the previously reported rates.

Finally, two of the previously reported methods calculated diffusion rates from swelling of SU-8, and ignored any density effects from the incorporation of water within the film. This would lead to an underestimate of the diffusion coefficients.
Especially, for somewhat porous films the diffusion rates would be underestimated at early times, as analytes fill voids but not necessarily swell the film. Refractive index measurements would be more appropriate in this situation.

In any case, the affinity of SU-8 to water and the swelling that can occur during water uptake may represent substantial challenges when using SU-8 for microfluidic applications or photonic sensor overcoats. In these types of applications, care must be taken when establishing SU-8 coating protocols to ensure that highly cross-linked films are produced which are more resistant to water and humidity.

4.3 Uptake of other solvents by SU-8

To further understand the chemical compatibility of SU-8, the uptake and swelling of the SU-8 films when exposed to other common organic solvents were explored. Using the same procedure outlined above, we measured the changes of refractive indices and thicknesses as the films were exposed to six different solvents. In none of the cases was it possible to accurately determine diffusion rates from the data. Instead, uptake experiments were allowed to proceed to equilibrium, if the film remained intact, or were terminated when the film disintegrated. When the SU-8 films were exposed to isopropanol and m-xylene the thickness and refractive index changes were too small to reliably calculate diffusion coefficients. After these experiments the SU-8 films were dried in a vacuum desiccator with activated Drierite (Sigma Aldrich) to minimize moisture uptake into the film. When small polar solvents – methanol, acetone and acetonitrile – were placed on of SU-8 films, rapid dissolution and eventual delamination of the SU-8 polymer was observed. It is expected that SU-8 curing conditions can be optimized to prevent dissolution and delamination, although significant swelling might still be expected.

In the case of methanol, one of the SU-8 films that was UV-cured for 40 seconds, began to dissolve almost instantaneously. This was observed by the appearance of a second set of interference fringes. The fringes of the emerging layer at low incidence angles became more closely spaced as time proceeds – indicating that the new layer was becoming thicker (Fig. 8). The fringes at larger angles of incidence and the position of the critical angle remain unaffected until approximately 1600 seconds into the experiment, suggesting that the new layer was formed on the top surface of the film – likely due to top-down dissolution of SU-8 by methanol.

Additionally, the boundary between the SU-8 film and the new layer rapidly shifted to larger angles of incidence indicating that the refractive index of this new layer increased as more of the SU-8 was dissolved. The original fringes of the film spread out as the remaining SU-8 film becomes thinner, until it delaminated from the substrate at around \( t = 2000 \) seconds. Delamination was also observed with SU-8 films that were exposed to UV exposure for 3 minutes, although on a much slower time scale. From these experiments it is apparent that SU-8 has a strong affinity to methanol.

The films used in our experiments were not hard baked, so it is likely that they were not fully cross-linked. Hard baking is essential when fabricating complex structures out of SU-8, and would also have provided additional chemical resistance.

The chemical compatibility of a polymer can be predicted using solubility parameters. Neither the Hildebrand nor the Hansen solubility parameters are readily available for any formulation of SU-8 photoresist, so similar epoxy photoresists such as EPON 1001, have been previously used as stand-ins in the literature. The Hansen solubility parameters for EPON 1001 are given as \( \delta_d = 17 \text{ MPa}^{1/2}, \delta_p = 9.6 \text{ MPa}^{1/2}, \delta_h = 7.8 \text{ MPa}^{1/2}, R_0 = 7.1 \text{ MPa}^{1/2} \). From these values, it would be expected that EPON 1001 and likely SU-8 would be soluble in acetone and acetonitrile. These epoxy polymers should also be somewhat soluble in methanol and isopropanol, and not soluble in m-xylene. All these predictions for EPON 1001 agree quite well with our experimental observations for SU-8 and with those by Ford and co-workers. A more detailed discussion including the solubility parameters of many common organic solvents is included in the ESI.

5 Conclusions

Using Fourier analysis of images taken using a large-angle interferometric refractometer, it is possible to simultaneously extract the changes in average refractive index, \( n_{\text{film}} \), and thickness, \( d \), of thin transparent films (15–150 \( \mu \)m). Additionally, from
changes to the critical angle of total internal reflection, the refractive index at the interface with the substrate, \( n_{FS} \), was extracted. In combination with the Lorentz–Lorenz model and a Fickian diffusion model, all three measurements allow for a precise calculation of the average analyte mole fraction and mass fraction in a film with a high time resolution.

Diffusion expressions derived from those presented by Crank\(^1\) were used to model the changes of both the average concentration and the film-interface concentration during the uptake process. Despite its simplicity, the model described the experimental data very well. One might have anticipated complications, as concentration and refractive index gradients are present within the film prior to reaching equilibrium. The refractive index gradient is expected to deflect the light rays from a straight path, somewhat complicating the analysis of the interference pattern (see Fig. 2).

In our analysis, however, these effects were not apparent and the data was fit remarkably well (see Fig. 7 and ESI\(^1\)). The data is of such high quality that two parallel uptake processes can be readily distinguished and quantified.

Many groups have previously studied the uptake of volatile organic compounds into common polymeric materials including polydimethylsiloxanes, polystyrenes and polymethylmethacrylate.\(^2,5,55\) Diffusion of molecules into polymeric films is also the principle behind Solid Phase Micro-Extraction (SPME), a common analytical technique used for sampling of volatile compounds in the head space above solutions.\(^26\) The model we present here is applicable in these situations as long as the system can be described by Fickian diffusion. Moreover, our theoretical model may be used to understand the time-response of a variety of other optical devices – including coated silicon-on-insulator devices (SOI)\(^37,58\) and Fabry–Perot interferometers.\(^37,58\)

Using \( \sim 40 \) \( \mu \)m thick spin-coated SU-8 50 photoresist films as a model system, the uptake of common solvents was measured. Diffusion of water into SU-8 was accompanied by changes in \( n_{FS} \) and\( n_{FS} \) of 0.0009 and 0.0008 respectively and a thickness change of 0.7%. Kinetic analysis of one of these processes gave evidence for two diffusion processes that happened with different rates \( (D_1 = 5.67 \times 10^{-9} \text{ cm}^2 \text{s}^{-1} \text{ and } D_2 = 61.2 \times 10^{-9} \text{ cm}^2 \text{s}^{-1} ) \) with equilibrium mole fractions of \( X_{c,1} = 0.176 \), (mass fraction, \( Y = 2230 \text{ ppm} \)) and \( X_{c,2} = 0.348 \) (4420 ppm) which were calculated from the concentration change in the bulk film. As was suggested previously\(^44\) the surface of an SU-8 film has a stronger affinity to water than the bulk of the film. We propose that the faster process corresponds to restructuring of the top layers of the SU-8 film and the slower process corresponds to the diffusion of water throughout the entire film. Since the second process is accompanied by only a very small change of density the slower diffusion process can also be quantified using refractive index changes at the film–substrate interface and neglecting density changes. The constants \( D = 1.398(2) \times 10^{-8} \text{ cm}^2 \text{s}^{-1} \), \( X_{c} = 0.11440(4) \); \( Y = 1452 \text{ ppm} \) are consistent with a lower permeability of the bulk film compared to the surface. The diffusion constants reported here are higher than those in the literature for the SU-8 2000 series, firstly because some of the previous reported values measure diffusion constants from only the swelling of the SU-8 film and neglect solvent contributions to density changes, and, secondly, because the two materials are prepared from precursors in different solvents.

Thickness or refractive index changes were not measurable when SU-8 was exposed to isopropanol and \( m \)-xylene, but rapid film dissolution and delamination was observed when SU-8 was exposed to acetone, acetonitrile and methanol. This suggests that SU-8 has a strong affinity to polar solvents. The chemical resistance of SU-8 films can likely be increased by more strongly cross-linking the polymer. Since SU-8 fabrication involves a multi-step process, the mechanical properties of SU-8 are substantially altered for different fabrication protocols. Ultimately, care must be taken to optimize the fabrication conditions when using SU-8 as overcoats for photonic sensors and for microfluidic applications to reduce analyte partitioning into and swelling of films.

The optical measurements described in this report provide rapid, high-quality, non-contact information about the diffusion of a mobile phase into a film of finite thickness. The instrument developed in our lab permits measurements of film thickness with a \(< 0.1\% \) resolution and is thus sensitive to swelling of the film. The thickness range is currently limited to 15–150 \( \mu \)m by the number of fringes visible in the image and may be changed by either recording images with higher resolution or by changing the distance between the prism and the camera. The refractive index range is fundamentally limited by the requirement of total internal reflection at the film–substrate interface, and requires, for the present high-density flint glass substrate, that the film has an index of \( n < 1.74 \). Other substrates that exhibit transparency at the interrogation wavelength can also be used. For low index polymers regular soda-lime glass microscope slides \( (n = 1.50 \text{ at } 1550 \text{ nm}) \) and a matching prism would be sufficient. Silicon \( (n = 3.47 \text{ at } 1550 \text{ nm}) \) may be used as a substrate for very high index films.

Ongoing uptake studies on a softer siloxane polymer show that the instrument is also well-suited for quantitative characterization of faster partitioning processes involving much larger changes of refractive index and thickness.
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