The information encoded in the base sequence of DNA dictates instructive paths for the programmed reconfiguration of DNA structures using the strand displacement mechanism, energetically favored hybridization and cooperative assembly of duplex nanostructures. These features of oligonucleotides led to the use of DNA as a functional material for the self-assembly of DNA nanostructures, for tailoring of DNA machines, and for the application of DNA for computational operations. Numerous studies have implemented DNA to construct logic gates, nucleic acid based automata and DNA-driven computational circuitries. Nonetheless, in all of these systems the paradigm of Boolean logic gates has been implemented, where binary inputs activate the logic operations that lead to TRUE or FALSE outputs. The complexity of computational circuitries in these systems was achieved by cascading logic gates, by branching logic processes and adapting thresholds, and by the selective, guided interactions of the inputs with libraries of oligonucleotides that provide computing modules.

The development of DNA computing circuitries based on Boolean logic suffers, however, from several basic limitations: the implementation of cascaded logic gates is accompanied by a stepwise decrease in the intensity and the rate of formation of the output signal, and hence, feedback amplification paths were suggested to overcome these difficulties. Furthermore, the increase in the complexity of computing circuits requires an increase in the number of oligonucleotides in the system. Consequently, undesirable cross-interactions between the components occur, and these could lead to leakage phenomena that may slow down the computing circuit, generate perturbing high background signals, and eventually limit the practical applicability of the systems.

It was suggested that non-Boolean, ternary computations, implementing base integers beyond two (binary arithmetic), could be more efficient, economical and allow substantially higher computational complexity. The implementation of multi-value computational systems, and particularly molecular ternary computing, is, however, scarce. Schemes for multiplication of three-valued signals and logic gates were proposed on quantum dots. Also, it was demonstrated that charge quantization of a multi-gate silicon metal-on-insulator single electron transistor could be utilized to perform ternary addition. The use of DNA as a functional material for ternary computing is particularly interesting since the use of multi-valued DNA computing systems might reduce the number of nucleic acid strands in the system, thereby minimizing cross-interactions and enhancing the computing rates, while increasing the complexity of the system. In the present study, we implement a three-valued input(s) driven DNA computing system, consisting of a functional DNA hairpin structure that acts as a computational and reporter module, to construct a three-valued matrix multiplication table. We further demonstrate the operation of three multiplication tables in parallel. Previous studies have addressed the assembly of binary multiplication tables using the strand displacement principle.
Nonetheless, as far as we are aware, the use of DNA for ternary computing has never been demonstrated, and this study adds a new dimension to DNA biocomputing. For a $3 \times 3$ multiplication matrix, the number of pairs of inputs is $n^2 = 9$ (in contrast to the four computation pairs of inputs for Boolean variables), and by operating the three matrices, the system processes 27 pairs of inputs (in contrast to 12 pairs of three binary matrices). The present system not only introduces DNA for ternary computing but might also have important implications for clinical diagnostics. For example, different diseases are reflected by different gene expressions, and thus the identification of specific gene patterns by three-valued matrices could provide a rapid and effective diagnostic tool.

The principles to construct a DNA based three-valued multiplication matrix are depicted in Fig. 1: (i) the system is based on a hairpin structure ($H_1$) that acts as the computational module. The hairpin ($H_1$) is functionalized at its ends with fluorophore ($F_1$) and quencher ($Q_1$) units. The fluorophore provides the fluorescence signal as output for the computation; (ii) each of the two inputs ($I_A$ or $I_B$) exists in three values, $[-1]$; $[0]$; $[+1]$. Each of the inputs fulfills several important features that allow their integration in the multiplication matrix: (a) each of the inputs $I_A$ or $I_B$ includes a domain “I” that can interact with the hairpin computing module ($H_1$) and opens it; (b) the inputs $I_A$ and $I_B$ include the domains II and II’, respectively, that are complementary to one another; (iii) the three values of the inputs are generated by the internal exchange of the domains in the input values. For input $I_A$, the value $[-1]$ includes the domains I and II in the directionality 5’ → 3’, while the value $[+1]$ consists of the transposed domains I and II. For input $I_B$, which includes domains I and II’, the value $[-1]$ includes domains I and II’ in the directionality 5’ → 3’, and for the value $[+1]$ these domains are transposed. The value $[0]$ for the two inputs represents the input-lacking complex; (iv) the 3’-end of the stem region of the hairpin ($H_1$) exists in a single-strand overhang configuration, domain “X”, which is stretched by the strand ($ST_1$), exhibiting a partial complementarity to domain “X”. The stretcher is introduced to rigidify the free quencher-functionalized tether of the hairpin. The interactions of the different values of the two inputs with the computing module result in the multiplication operation leading to the different nucleic acid nanostructures shown in Fig. 1. The read out of the computational multiplication of the pairs of inputs is provided by the fluorescence output of the system and this is displayed in Fig. 2. The fluorescence of $F_1$ in the hairpin structure corresponds to the product $[0] \times [0]$ (Fig. 2, curve (a)). The products $[0] \times [-1]$ and $[+1] \times [0]$ result in the opening of the hairpin to yield a single duplex. In these structures the spatial separation between the fluorophore and quencher slightly increases as compared to the distance separating the fluorophore/quencher in the hairpin ($H_1$), resulting in a slightly higher fluorescence as compared to the fluorescence of the computing module (Fig. 2, curve (b)) as compared to curve (a). The products of $[-1]_A \times [-1]_B$ or of $[+1]_A \times [+1]_B$ proceed via the interaction of the inputs with the hairpin computing module ($H_1$) and its opening to yield a Z-shape configuration of the two opened hairpins (see

![Fig. 1 Schematic interactions of the three-valued inputs $I_A$ and $I_B$ with the computational hairpin module, $H_1$, to yield the 3 x 3 multiplication table.](image)

![Fig. 2 (A) Fluorescence spectra corresponding to the products generated upon interaction of the three-valued inputs with the hairpin computing module. The fluorescence intensities of the system in comparison to the background fluorescence of the computing module represent the output of the states of the multiplication table (black dashed line – initial fluorescence spectra of the computing module; red continuous line – fluorescence spectra of the system subjected to the respective input values). (B) Fluorescence changes, $\Delta F$, at $\lambda = 665$ nm corresponding to the output values $[-1]$, $[0]$, and $[+1]$. Error bars were derived from $N = 4$ experiments.](image)
The specific inter-input interactions of domains II and II’ dictate the formation of the Z-shape structure. The spatial separation between the fluorophore/quencher units increases as compared to their separation in the hairpin computing module. As a result the fluorescence of the resulting Z-shape structure is intensified as compared to the background fluorescence of the computational module leading to an increase in the fluorescence of the system (Fig. 2, curve (c)). Thus, the products \(-1 \times [-1] = [+1]\) or \([+1] \times [+1] = [+1]\) yield a high fluorescence output. In turn, the products of \([-1_1] \times [+1_2] \) or \([+1_1] \times [-1_2] \) result in the opening of two hairpins to yield the T-shape configuration. The specific sequence-controlled hybridization between the domains II and II’ dictates the formation of the T-shape configuration of the two hairpins. In the resulting T-shape structure one of the fluorophores is in close proximity to the quencher unit, leading to the effective quenching of the fluorophore, while the other fluorophore is spatially separated from the quencher, giving rise to higher fluorescence. That is, in the T-shape configuration one of the fluorophores reveals slightly increased fluorescence, whereas the second fluorophore is effectively quenched leading to a substantially lower fluorescence as compared to the background fluorescence of the hairpin \((H_4)\). Accordingly, the overall fluorescence of the product \([-1]\) generated by the T-shape structure reveals a lower fluorescence intensity as compared to the computational hairpin module \((H_{11})\), since half of the hairpin module is effectively quenched (Fig. 2, curve (d)). Thus, the output fluorescence products \([-1], [0], [+1]\) can be presented as schematically outlined in Fig. 2(B). The fluorescence intensity changes of nine products are defined within a range of fluorescence intensities between the arbitrary values \( +1 \) to \(-1\). The product value \([0]\) corresponds to the range of fluorescence intensities \(0 < \Delta F < 80\) generated by the hairpin \((H_{11})\), and this provides the reference fluorescence and the fluorescence of the product generated by the opening of the hairpin by one of the inputs \(I_A\) or \(I_B\). The product value \([+1]\) is reflected by an increased fluorescence intensity, \(\Delta F > 80\), consistent with the formation of the Z-shape configuration of the nanostructure generated by the opening of two hairpins by the inputs \(I_A\) and \(I_B\). The product value \([-1]\) is reflected by a decrease in the fluorescence as compared to the reference fluorescence intensity (\(\Delta F < 0\)), and it is generated by the formation of the T-shape nanostructure by the \(I_A\) and \(I_B\)-stimulated opening of two hairpins \((H_{11})\). For the fluorescence changes generated upon the stepwise treatment of the computing module with the different values of inputs \(I_A\) and \(I_B\), see Fig. S1, ESI.† Additionally, the selective interactions of the system with the different inputs were characterized by gel electrophoresis (for a detailed discussion of the results see Fig. S2, ESI†). By designing several computational hairpins, each modified with a different fluorophore, and the coupling of two inputs, \(I/I_o\), where each exhibits three values \([-1], [0], \text{ and } [+1]\), corresponding to each of the computational hairpin modules, the parallel operation of several multiplication matrices can be achieved, where the computational result of the respective matrix is given by the fluorescence output of the respective multiplication table. For example, we have demonstrated the parallel computation using a mixture of three \(3 \times 3\) multiplication matrices. The hairpins \((H_4), (H_2)\) and \((H_3)\) provide the computational hairpins, and they are modified by the fluorophores \(F_1 (Cy5, \lambda_{em} = 665 \text{ nm}), F_2 (ROX, \lambda_{em} = 605 \text{ nm})\) and \(F_3 (Cy3, \lambda_{em} = 565 \text{ nm})\). The inputs \(I_A/I_B, I_C/I_D, \text{ and } I_E/I_F\) are coupled to the computational hairpins \((H_1), (H_2)\) and \((H_3)\), respectively, and each of the inputs exhibits three values \([-1], [0], \text{ and } [+1]\). The three computational hairpins and conjugated inputs were mixed to perform the parallel computations (for the structure of \((H_2)\) and \((H_3)\) and for the individual \(3 \times 3\) multiplication matrices operation see Fig. S3 and S4, ESI†). Fig. 3 exemplifies the fluorescence spectra and the resulting fluorescence intensities upon the parallel computation by the three multiplication matrices. In panel (A), the multiplication matrices perform \([-1_1] \times [-1_2], [0_3] \times [-1_4], \text{ and } [-1_5] \times [+1_6]\) multiplications. Similarly, panel (B) shows the multiplexed multiplication of \([+1_1] \times [-1_2], [-1_3] \times [-1_4], \text{ and } [+1_5] \times [-1_6]\) (for results corresponding to additional multiplexed multiplications see Fig. S5, ESI†).

In conclusion, the present study has introduced DNA as a functional material for ternary computing. Specifically, we have implemented three-valued inputs to construct three-valued multiplication table matrices. We highlighted the multiplexed, parallel operation of three multiplication tables, and demonstrated the enhanced complexity that can be achieved by multivalue (e.g. ternary) computing, as compared to binary/Boolean
Table 1  Ternary DNA sequences

<table>
<thead>
<tr>
<th>Name</th>
<th>Sequence 5’ → 3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>[+1]α</td>
<td>TTTGTTGTTGGTTGTTTGGTGTGAACGTGGTATATACACGACAGAGGCTGCTT</td>
</tr>
<tr>
<td>[−1]α</td>
<td>TAAGCAGTGTAGTGGTAAACACGAGCAAGGCTGTGGTTTGGTGTGTTGTTGTTGTTG</td>
</tr>
<tr>
<td>[−1]β</td>
<td>CCAAACCCATACCAACACACACACACACACACACCAATAGAGGCTGCTGCT</td>
</tr>
<tr>
<td>H1</td>
<td>TAAGCAGTGTAGTGGTATAAGACAGGAGGCTGTGGTGTTGTTGTTGTTGTTG</td>
</tr>
<tr>
<td>ST1</td>
<td>TTGTGATAGC</td>
</tr>
<tr>
<td>[+1]β</td>
<td>AGTCTAATAAATAATAATCTAAAGCACTAATTGTGTGATAGCTGTGTGCCGAACTGTGTCAACAGTTCG</td>
</tr>
<tr>
<td>[−1]β</td>
<td>CTTGTGTGATAGCTGTGTGCCGAACTGTGTCAACAGTTCGTTAGTGCTTTAGATTATTATTTATAGACT</td>
</tr>
<tr>
<td>ST2</td>
<td>AGAAGAAGACTGTAAGACAGACAGGCTGTGGTGCCACACACACCCACACACACACACACACACACACACACACAGCA</td>
</tr>
<tr>
<td>H2</td>
<td>CCAAACCCACCAAACCAACCCAAACACCAATAAGCAGTTGTTAGGGTATAAACAGCAGAGGCTGTTTT</td>
</tr>
<tr>
<td>ST2</td>
<td>CY3/GGTGTGTGGTGGCACACACCGTCTCATCTGAAGTTGTGT/IABKFQ</td>
</tr>
</tbody>
</table>

**DNA oligonucleotides**

All DNA sequences were designed to minimize undesired cross-hybridization using NUPACK (http://www.nupack.org/). The sequences given in Table 1 were used for the ternary system.
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