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Typically, protein dynamics involve a complex hierarchy of motions occurring on different time scales between conformations separated by a range of different energy barriers. NMR relaxation can in principle provide a site-specific picture of both the time scales and amplitudes of these motions, but independent relaxation rates sensitive to fluctuations in different time scale ranges are required to obtain a faithful representation of the underlying dynamic complexity. This is especially pertinent for relaxation measurements in the solid state, which report on dynamics in a broader window of time scales by more than 3 orders of magnitude compared to solution NMR relaxation. To aid in unraveling the intricacies of biomolecular dynamics we introduce $^{13}$C spin–lattice relaxation in the rotating frame ($R_{1\text{s}}$) as a probe of backbone nanosecond-microsecond motions in proteins in the solid state. We present measurements of $^{13}$C′ $R_{1\text{s}}$ rates in fully protonated crystalline protein GB1 at 600 and 850 MHz $^1$H Larmor frequencies and compare them to $^{13}$C$^\prime$ $R_1$, $^{15}$N $R_1$ and $R_{1\text{w}}$ measured under the same conditions. The addition of carbon relaxation data to the model free analysis of nitrogen relaxation data leads to greatly improved characterization of time scales of protein backbone motions, minimizing the occurrence of fitting artifacts that may be present when $^{15}$N data is used alone. We also discuss how internal motions characterized by different time scales contribute to $^{15}$N and $^{13}$C relaxation rates in the solid state and solution state, leading to fundamental differences between them, as well as phenomena such as underestimation of picosecond-range motions in the solid state and nanosecond-range motions in solution.

Introduction

Slow motions occurring on the nanosecond to millisecond time scale are often fundamental to protein function. Solid-state NMR relaxation measurements provide an attractive method for extracting quantitative information about such motions. Specifically, the time scales and amplitudes of ns-ms internal motions are theoretically accessible through the measurement of site-specific spin–spin ($R_2$) relaxation rates obtained in the solid state, which could thus provide a powerful tool to complement dynamical information available from solution studies, where the time scale of motions accessible with relaxation is limited by the correlation time of overall molecular tumbling. In practice, however, the measurement of $R_2$ rates in solids is difficult, as typically the measured decay rate of the transverse magnetization in a spin echo experiment ($R_2' = 1/T_2')$ is dominated by coherent contributions (e.g. dipolar dephasing from strongly coupled protons), even in perdeuterated samples where the dense proton networks are diluted with deuterium spins. In order to gain insights into dynamic transformations of biomolecules it is the incoherent $R_2$ (in this work referred to simply as the transverse relaxation rate) that is required, which is purely due to the stochastic modulation of local fields by molecular motion.

In solution, in the presence of chemical exchange, on-resonance $R_{1\text{p}}$ (spin–lattice relaxation rate in the rotating frame, $R_{1\text{p}} = 1/T_{1\text{p}}$) is a sum of pure $R_2$ relaxation and a scaled exchange contribution. Variation of the spin-lock field strength in $R_{1\text{p}}$ experiments can be used to quantify microsecond motions in solution. In the solid state, it has been demonstrated for amide $^{15}$N that a spin-lock field of greater strength, in combination with a magic angle spinning (MAS) frequency of more than 45 kHz, may be used to decouple both the exchange contribution and any contributions from coherent processes, and hence an $R_{1\text{p}}$ measurement can provide a reliable estimate of incoherent $R_2$. It is straightforward
to carry this out in a site-specific manner even in fully protonated protein samples without additional heteronuclear decoupling. The \( R_{1p} \) coherent residual is also significantly reduced in perdeuterated samples where the \(^1\text{H}\)–\(^1\text{H}\) network is diluted. Measurements of \(^{15}\text{N} \ R_{1p} \) as a function of the spin-lock nutation frequency can be also used to monitor the contribution from exchange processes in solids: at spinning frequencies \( \geq 60 \text{ kHz} \), reliable \(^{15}\text{N} \ R_{1p} \) relaxation dispersion can be obtained for nutation frequencies greater than \( \sim 8 \text{ kHz} \) in fully protonated proteins and also for lower nutation frequencies in perdeuterated proteins with or without additional dilution of the exchangeable proton sites.

Analysis of site-specific values of \(^{15}\text{N} \ R_{1p} \) measured in \([\text{U-}^{13}\text{C},^{15}\text{N}]\text{GB1} \) at a single spin-lock field strength yielded order parameters and correlation times for backbone N–H vector motions, although the overall order parameters found were systematically higher than those measured using relaxation times in the solution state, if a single time scale was assumed for each amide nitrogen. Additional relaxation parameters from \(^{13}\text{C} \) nuclei may thus provide valuable constraints for motional models. In particular, \(^{13}\text{C} \) rates are sensitive to backbone motions with fluctuations (rotations) occurring about an axis parallel to N–H dipolar vectors, which are not detected by \(^{15}\text{N} \) relaxation measurements. \(^{13}\text{C} \) relaxation parameters can also provide information on side chain motions, which play crucial roles in protein–protein interactions. This information should be highly complementary to \(^{15}\text{N} \) side chain measurements that are limited to a few specific residue types such as glutamine and asparagine, which have been used to probe intermolecular interfaces in fibrils.

Previously, Lewandowski et al. presented an approach for measuring site-specific \(^{13}\text{C} \) spin–lattice \( R_{1} \) relaxation rates in fully protonated \([\text{U-}^{13}\text{C}]\)–labeled proteins under \( > 60 \text{ kHz} \) spinning frequency conditions, which significantly reduce the averaging of the relaxation rates between different sites due to proton-driven spin diffusion. \(^{13}\text{C} \) \( R_{1} \) rates measured under such conditions may be used to quantify fast and slow protein motions. However, even though the dipolar \(^{13}\text{C}–^{13}\text{C} \) contribution to \(^{13}\text{C} \) \( R_{1} \) rates in \([\text{U-}^{13}\text{C}]\)–labeled proteins is sensitive to slower (ns–\( \mu \)s) motions (as the expression for \(^{13}\text{C} \) \( R_{1} \) involves the \( J(\omega_{c1} - \omega_{c2}) \approx J(0) \) spectral density) other independent \(^{13}\text{C} \) relaxation probes are desirable for achieving reliable quantitative analysis of slow dynamics.

In this manuscript we demonstrate the feasibility of measuring site-specific \(^{13}\text{C} \) \( R_{1p} \) relaxation rates as a method to probe backbone motions on ps–\( \mu \)s time scales in proteins in the solid state, and show how in combination with \(^{13}\text{C} \) \( R_{1} \) and \(^{15}\text{N} \) \( R_{1} \) and \( R_{1p} \) measurements they may be used to quantitatively characterize those motions. The methodology presented should aid in constraining models for slow motions in proteins, and also pave the way for considering the directionality of motions. The results that follow are organized into 5 subsections: in section (i) we investigate the validity of our method by evaluating the extent to which the coherent contributions to the measured \(^{13}\text{C} \) \( R_{1p} \) rates are averaged under typical experimental conditions. In section (ii), we present a comprehensive range of \(^{13}\text{C} \) and \(^{15}\text{N} \) relaxation rate measurements in crystalline \([\text{U-}^{13}\text{C},^{15}\text{N}]\text{GB1} \) at 600 and 850 MHz \(^{1}\text{H} \) Larmor frequencies. We quantify these rates in sections (iii) and (v) using models of increasing complexity. The intriguing results of the simplest model free analysis in section (iii) lead to a discussion in section (iv) on how motions with different time scales contribute to relaxation rates in the solid and solution states, highlighting fundamental differences in how dynamics influence measurements in the two phases. Our exploration provides us with hints to understanding such phenomena as the observation of very high order parameters when analyzing relaxation rates in the solid state and underestimation of nanosecond motions in solution.

**Results and discussion**

**(i) Evaluation of coherent contributions to \( R_{1p} \)**

Measured \( R_{1p} \) relaxation rates potentially reflect not only the effect of incoherent motions, but also contributions from anisotropic NMR interactions (e.g. dipolar couplings) that might not be completely removed by the magic angle spinning. We first consider the magnitudes of contributions to measured \( R_{1p} \) rates that originate from such coherent mechanisms, and the degree to which they might hamper extraction of the parameters needed for characterization of molecular motions.

Since for the \(^{13}\text{C} \) nucleus the interactions contributing to the coherent residual are different from those in the previously considered case of \(^{15}\text{N} \), it is important to assess the extent to which they are averaged under typical experimental conditions. The coherent contribution depends on the geometry of the molecular system and the extent of the MAS and radio frequency (r.f.) averaging (e.g. faster MAS frequencies lead to better averaging of the coherent residuals). For the same experimental set-up and similar sample geometries, the coherent contribution to \(^{13}\text{C} \) \( R_{1p} \) should be similar and therefore an estimate of an upper limit for this contribution under fast MAS should be obtainable from non-hydrated crystalline amino acids. Crystalline amino acid samples have similar internuclear geometries to proteins but the backbone motions and thus the relaxation rates are minimized.

To obtain such an estimate, on-resonance \(^{13}\text{C} \) \( R_{1p} \) rates in \([\text{U-}^{13}\text{C}]\)glycine were measured at \( \omega_{c1}/2\pi = 60 \text{ kHz} \) and \( \omega_{\text{obs}}/2\pi = 600 \text{ MHz} \). Example decay curves for \(^{13}\text{C} \) and \(^{13}\text{C} \) (with a spin-lock pulse nutation frequency of \( \omega_{c1}/2\pi = 17 \text{ kHz} \)) are shown in Fig. 1 (inset). Note that in both cases the magnetization decays very little in 0.5 s, the length of the longest employed spin-lock pulse (data points were not sampled at longer spin-lock lengths.
due to hardware limitations). The main panel of Fig. 1 shows the dependence of the measured $R_{1p}$ rates upon the nutation frequency of the spin-lock pulse, again for both $^{13}C'$ and $^{13}C''$. Among the different types of carbon sites in proteins, we expect the CH$_2$ group to have the largest coherent contribution to $^{13}C$ transverse magnetization decay because of the strong proton–carbon couplings present and the lack of efficient motional averaging (this is also reflected in methylene carbons being the most difficult type of carbon site geometry to decouple from protons). Even so, $R_{1p}$ rates for CH$_2$ in glycine plateau at a value of just $0.18 \pm 0.01$ s$^{-1}$ ($T_{1p} = 5.68 \pm 0.32$ s) for $^{13}C$ nutation frequencies above $\sim 12$ kHz. In the case of $^{13}C'$, where there are no directly bonded protons, the measured $R_{1p}$ becomes $0.06 \pm 0.01$ s$^{-1}$ at nutation frequencies above $\sim 9$ kHz, corresponding to an exceptionally long $T_{1p}$ of $16.7 \pm 2.8$ s. This means that even in the “worst case” of the CH$_2$ group, if the decay of transverse magnetization was purely the result of coherent processes then the coherent residual for protonated $^{13}C$ would have an upper limit of only $0.18$ s$^{-1}$ at 600 MHz. $^1H$ Larmor frequency. Similarly, for $^{13}C'$, the residual of 0.06 s$^{-1}$ is virtually negligible (e.g. $<1\%$ of the measured $^{13}C'$ average $R_{1p}$ in [U-$^{13}C$, $^{15}N$]GB1, see below). This suggests that much greater decay rates measured in proteins (see below) are primarily determined by contributions induced by stochastic motions. Note that the increasing $R_{1p}$ values for nutrition frequencies $<8$ kHz are most likely in large part due to inadequately decoupled coherent contributions. Nevertheless, the rates at a nutation frequency of 2 kHz do not exceed 2.5 s$^{-1}$, which means that for cases where the exchange contributions to the rates are much larger than that value, relaxation dispersion may provide at least qualitative information about exchange processes.

Obviously, the observed $R_{1p}$ rates in amino acids such as glycine are not entirely due to coherent processes. In crystalline amino acids the dominant motional contribution to $^{13}C'$ relaxation originates from the rotations of CH$_3$ and NH$_3$ groups that modulate $^{1H}$–$^{13}C'$ dipolar couplings.\(^2^2\) As the minimal $^{1H}$–$^{13}C'$ distance for both CH$_3$ and NH$_3$ groups is $\sim 2.4$ Å in glycine and alanine (and indeed the sum of all the dipolar couplings from protons $<5$ Å from $^{13}C'$ is almost the same), the correlation time ($\tau_c$) of the motions should be the main differentiating factor between the relaxation behaviors of $^{13}C'$ in these amino acids.\(^2^2\) The correlation time of NH$_3$ rotation in crystalline glycine at room temperature is shorter ($\sim 0.9$ ns) than the correlation times of the rotations of both CH$_3$ and NH$_3$ groups in crystalline alanine: $\tau_c$ for CH$_3$ is $\sim 1.6$ ns, while for NH$_3$ $\tau_c$ is orders of magnitude greater.\(^2^2\) The slower motions of the CH$_3$ and NH$_3$ groups in alanine are expected to cause faster $^{13}C'$ transverse relaxation than the more rapid rotation of the NH$_3$ group in glycine. Comparison of the $R_{1p}$ values measured for $^{13}C'$ in these two amino acids therefore allows further assessment of the coherent and relaxation contributions to the decay of transverse $^{13}C'$ magnetization under fast MAS conditions.

As expected from the slower correlation times for rotation of CH$_3$ and NH$_3$ groups, the measured $R_{1p}$'s are larger for alanine than for glycine under the same conditions, further confirming that the measured rates are almost exclusively due to relaxation induced by molecular motions. At $\omega_{0\text{eff}}/2\pi = 600$ MHz, $\omega_{/2\pi} = 60$ kHz and $\omega_{/2\pi} = 16$ kHz, the on-resonance $^{13}C'$ $R_{1p}$ rate for [U-$^{13}C$/15N]alanine was measured at $0.83 \pm 0.07$ s$^{-1}$ ($T_{1p} = 1.2 \pm 0.1$ s), which is 14 times larger than the value for glycine $^{13}C'$. Note that since the $R_{1p}$ rates observed in glycine can be quite well accounted for by the relaxation induced by the incoherent motion of NH$_3$ (for example, for a correlation time of 0.9 ns and an order parameter of 0.65, $^{13}C'$ and $^{13}C''$ $R_{1p}$ calculated using a simple model free approach are 0.18 and 0.06 s$^{-1}$ respectively, $i.e.$ the same as the measured rates), the coherent residuals are in reality even smaller than the values quoted above. An interesting side note is that the measured $R_{1p}$ of 0.18 s$^{-1}$ for CH$_3$ in glycine should correspond to $R_2'$ (minus the exchange contribution) under perfect heteronuclear decoupling conditions. Currently the smallest reported $R_2'$ for CH$_3$ in glycine measured using 400 kHz SPINAL decoupling is $\sim 4$ s$^{-1}$,\(^2^3\) which is still $>20$ times larger than the $R_{1p}$ measured in this study. This result suggests that, even though it may be difficult to achieve, there is still plenty of room for improvement in heteronuclear decoupling methodology before the relaxation limit for coherence lifetimes is reached.

It should be noted that at rotary resonance and HORROR conditions ($\omega_{/2\pi} = n\omega_{/2\pi}$ and $\omega_{/2\pi} = \omega_{/2\pi}$ respectively, $n = 1, 2$) the coherent residual will be much larger (leading to a faster decay) due to the reintroduction of chemical shift anisotropy (CSA) and/or dipolar couplings. The experimental settings that match these conditions should either be avoided, if one is interested in the pure relaxation contribution,\(^2^1\),\(^2^4\),\(^2^4\),\(^2^5\) or the effect should be taken directly into account.\(^2^2\) As shown for the $^{15}$N nucleus, larger $R_{1p}$ values are also observed at lower spinning frequencies due to less effective MAS averaging of the coherent residual in protonated samples (Fig. S1, ESI†).

In summary, in order to minimize the coherent contribution and obtain a reliable estimate of the incoherent $R_2$ for $^{13}C$ (including carbons with directly bonded protons) from $R_{1p}$ measurements in fully protonated samples, experiments should be
performed at spinning frequencies $>45$ kHz and employing spin-lock fields of $>10$ kHz with a reasonable offset from the rotary resonance and HORROR conditions. Additional experimental considerations of “mis-setting” the magic angle (small effect on the measured rate), sample heating (again moderate effect) and polarization transfer during r.f. irradiation (no significant polarization transfer due to either r.f. driven spin diffusion or isotropic mixing are observed) are addressed in the ESI† (see Fig. S2–S4).

(ii) Measurement of $^{13}$C$^0$ and $^{15}$N $R_1$ and $R_{1p}$ relaxation rates

The above discussion suggests that in hydrated proteins in the solid state, $R_{1p}$ rates for each individual $^{13}$C$^0$ atom in the backbone may be measured in order to build up a dynamic picture of the molecule that should be highly complementary to that emerging from $^{15}$N measurements. In this spirit, we measured site-specific $^{13}$C$^0$ $R_{1p}$ for fully protonated, hydrated microcrystalline [U-$^{13}$C,$^{15}$N]GB1 at $\omega_{0H}/2\pi = 850$ MHz and 600 MHz, with $\omega_0/2\pi = 60$ kHz, $\omega_{1H}/2\pi = 17$ kHz, and a sample temperature of 27 °C. The microcrystalline protein sample was prepared as described previously. In order to enhance spectral resolution the effect of one-bond C$^0$–C$^0$ scalar couplings was eliminated in these experiments by including an SIE block in the pulse sequence. The measured rates are shown in Fig. 2, along with $^{13}$C$^0$ $R_1$ and amide $^{15}$N $R_1$ and $R_{1p}$ measured at both fields under the same experimental conditions. All of the rates are plotted against the number of the peptide plane containing the particular $^{13}$C or $^{15}$N nucleus (e.g. peptide plane 2 refers to $^{13}$C in residue 2 and $^{13}$C$^0$ in residue 1). Rates flagged in light gray were extracted from resonances with partial overlap (see spectrum in Fig. S5 for assignments, ESI†) and thus are likely to be less accurate than those derived from fully resolved peaks. Tabulated values for the fit parameters for $^{13}$C$^0$ and $^{15}$N $R_{1p}$ and $R_1$ relaxation curves for all resonances are given in the ESL† Table S3 (ESI†) (the average rates for 850 and 600 MHz are, respectively, $^{13}$C$^0$ $R_1$ 0.1 & 0.2 s$^{-1}$, $^{13}$C$^0$ $R_{1p}$ 2.3 & 3.2 s$^{-1}$, $^{15}$N $R_1$ 0.05 & 0.04 s$^{-1}$, $^{15}$N $R_{1p}$ 2.3 & 1.6 s$^{-1}$).

Upon inspection of Fig. 2 it is immediately obvious that, at both fields, the measured $^{13}$C$^0$ $R_{1p}$ rates and the differences between them across different residues are one to two orders of magnitude greater than the upper limit of the coherent contribution as given by the measurement on glycine at 600 MHz (0.06 ± 0.01 s$^{-1}$). The rates measured in the protein are evidently almost exclusively due to relaxation induced by molecular motions. It is also clear that there is a strong correlation between rates at different fields, and generally the same features are present in both sets of data. For example, elevated rates are seen in the flexible loop and terminal regions (e.g. T11C with $R_{1p} = 14.6 \pm 2.9$ s$^{-1}$ at $\omega_{0H}/2\pi = 850$ MHz), while generally lower rates are observed in the $\alpha$-helix and the central residues in $\beta$-strands with a minimum of 1.6 ± 0.4 s$^{-1}$ for L5C$^0$ at $\omega_{0H}/2\pi = 850$ MHz. Our generous estimate for the upper bound of the coherent residual at $\omega_{0H}/2\pi = 600$ MHz is in fact more than 11–14 times smaller than the mean experimental error in $^{13}$C$^0$ $R_{1p}$ (0.68 s$^{-1}$ at $\omega_{0H}/2\pi = 850$ MHz and 0.84 s$^{-1}$ at $\omega_{0H}/2\pi = 600$ MHz).

While $R_{1p}$ and $R_1$ rates for both $^{15}$N and $^{13}$C$^0$ vary significantly between residues, many features along the backbone are common between them (in particular for the $^{15}$N and $^{13}$C$^0$ located in the same peptide planes, i.e. $^{15}$N$_i$ and $^{13}$C$_{i-1}$, which is expected due to the rigid planar nature of the peptide bond). On the other hand, some features are apparent in the $R_1$ rates that are not present in the $R_{1p}$ rates (e.g. a marked increase in $^{13}$C$^0$ $R_1$ at Y33C$^0$). This is likely due to the different dependence of these relaxation rates on the time scales of the motions causing the relaxation. Further analysis of these phenomena is carried out in the following sections via quantitative modeling.

(iii) Quantification of $^{13}$C$^0$ and $^{15}$N relaxation rates using the simple model free approach

To explore the influence of backbone dynamics on $^{15}$N and $^{13}$C$^0$ relaxation data in greater depth, in the following we fit our data to simple and extended model free formalism (see below).
Nuclear relaxation originates from fluctuations of local magnetic fields, caused by modulation of interactions (e.g. dipolar couplings or CSA) by incoherent molecular motions. Quantitative modeling of $^{13}$C' relaxation is potentially more complex than that of $^{15}$N owing to a larger number of interactions that must be included in the modeling. Whereas $^{15}$N relaxation is dominated by a dipolar contribution (but with a substantial contribution from the CSA mechanism at higher fields), $^{13}$C' relaxation, even though dominated by the CSA, may require consideration of several other contributions. For example, multiple dipolar contributions including those from C', N and nearby protons may need to be included depending on the desired precision of modeling. In particular, slow fluctuations of the dipolar C'–C' vector may contribute significantly to spin-lattice relaxation, as this depends on the spectral density sampled near zero frequency which increases monotonically with the increasing correlation time of the motions. Under the conditions employed in this study the ratios between the spin-lock field strengths and frequency offsets were such that the tilt angle did not exceed 4° even at 850 MHz. The rates are therefore analyzed here as on-resonance $R_{1p}$ (though the effect could be easily included).

The main contributions to $^{15}$N $R_1$ and $R_{1p}$ are the dipolar $^{15}$N–$^1$H and $^{15}$N CSA contributions:

$$R_{1,N} = R_{1,NH} + R_{1,NC}$$

(1)

$$R_{1p,N} = R_{1p,NH} + R_{1p,NC}$$

(2)

with

$$R_{1,NH} = \frac{1}{10} \left( \frac{\mu_0 \gamma_{NH}}{2 \pi \hbar R_{NH}} \right)^2 \left[ J_0(\omega_{NH} - \omega_N) + 3J_1(\omega_N) \right.$$  

$$+ 6J_2(\omega_N + \omega_H) \right]$$

(3)

$$R_{1,NC} = \frac{1}{15} \omega_N^2 \left( \sigma_{11}^2 + \sigma_{22}^2 + \sigma_{33}^2 - \sigma_{11}\sigma_{22} - \sigma_{11}\sigma_{33} - \sigma_{22}\sigma_{33} \right)$$

$$\times J_1(\omega_N)$$

(4)

$$R_{1p,NH} = \frac{1}{20} \left( \frac{\mu_0 \gamma_{NH}}{2 \pi \hbar R_{NH}} \right)^2 \left[ 4J_0(\omega_1) + 3J_1(\omega_N) \right.$$  

$$+ J_0(\omega_N - \omega_1) + 6J_1(\omega_H + \omega_1) \right]$$

(5)

$$R_{1p,NC} = \frac{1}{45} \omega_N^2 \left( \sigma_{11}^2 + \sigma_{22}^2 + \sigma_{33}^2 - \sigma_{11}\sigma_{22} - \sigma_{11}\sigma_{33} - \sigma_{22}\sigma_{33} \right)$$

$$\times \left[ 4J_0(\omega_1) + 3J_1(\omega_N) \right]$$

(6)

where $\gamma_N$ and $\gamma_H$ are the gyromagnetic ratios of $^{15}$N and $^1$H respectively, $R_{NH}$ is the distance between the $^{15}$N and $^1$H nuclei (here assumed to be 1.02 Å), $\sigma$ are components of the $^{15}$N CSA ($\sigma_{11} > \sigma_{22} > \sigma_{33}$), and $J_\nu$ are the spectral densities (with $\hbar$ kept for record-keeping purposes) evaluated at the frequencies $\omega_{NH,NC}$ are the Larmor frequencies of $^1$H, $^{15}$N and $^{13}$C respectively. For the modeling we use site-specific $^{15}$N CSA, parameterized using $^{15}$N isotropic chemical shifts (see ESI). For completeness, expressions for dipolar $^{15}$N–$^1$H' and $^{15}$N–$^{13}$C' contributions to relaxation are detailed in the ESI.†

The main contribution to $^{13}$C' $R_1$ and $R_{1p}$ is the $^{13}$C' CSA contribution

$$R_{1,C'CSA} = \frac{2}{15} \omega_N^2 \left( \sigma_{11}^2 + \sigma_{22}^2 + \sigma_{33}^2 - \sigma_{11}\sigma_{22} - \sigma_{11}\sigma_{33} - \sigma_{22}\sigma_{33} \right)$$

$$\times J_1(\omega_N)$$

(7)

and

$$R_{1p,C'CSA} = \frac{1}{45} \omega_N^2 \left( \sigma_{11}^2 + \sigma_{22}^2 + \sigma_{33}^2 - \sigma_{11}\sigma_{22} - \sigma_{11}\sigma_{33} - \sigma_{22}\sigma_{33} \right)$$

$$\times \left[ 4J_0(\omega_1) + 3J_1(\omega_N) \right]$$

(8)

where $\sigma$ are orthogonal components of the $^{13}$C' CSA ($\sigma_{11} > \sigma_{22} > \sigma_{33}$). For our modeling we used site-specific $^{13}$C' CSA, parameterized using $^{13}$C' isotropic chemical shifts (see ESI)). Note that using other parameterizations for $^{13}$C' and $^{15}$N CSA based on solution NMR measurements on ubiquitin generally (except for in cases where motions are characterized by low order parameters) has a very small effect on the final result in the solid state (see ESI†). In general, the results of the analysis of relaxation in the solid state are much less sensitive to the precise choice of reference dipolar couplings and CSA compared to liquid state. The expressions for more minor contributions to $^{13}$C' relaxation, including dipolar $^{13}$C'–$^{13}$C', $^{13}$C'–$^1$H, and $^{13}$C'–$^{15}$N contributions, are detailed in the ESI†.

A specific form of the spectral density $J(\omega)$ (i.e. the Fourier transform of the correlation function describing the time dependence of local magnetic field fluctuations) needs to be assumed to compute relaxation rates. In the first instance, neglecting any orientational dependence of the relaxation rates, we assume the simplest case of isotropic motion occurring on a single time scale. Accordingly, to model the relaxation rates we use the simple model free (SMF) formalism with spectral densities expressed as

$$J(\omega) = \left( 1 - S^2 \right) \frac{\tau_{e,eff}}{1 + \omega^2 \tau_{e,eff}^2}$$

(9)

where $\tau_{e,eff}$ is the effective correlation time for the motion, $S^2$ is an order parameter that reports on the amplitude of the motion and $\omega$ is the frequency at which the spectral density is sampled. Although this over-simplified model will not describe the motions occurring on multiple time scales, and may have shortcomings in modeling correlation functions in the solid state, which generally are non-exponential in nature, it still proves to be an informative and useful approximation. In particular, in several cases considered to date, the order parameters obtained by analyzing the relaxation data either by the SMF approach (which does not take orientational dependence of relaxation rates into account) or diffusion-in-a-cone with EAS (which takes into account orientational dependence of relaxation rates) are almost the same.†

The results of the analysis of our relaxation rates using the SMF form of the spectral density, when $^{15}$N and $^{13}$C' $R_1$ and
parameters (i.e. order parameters for motions in the ps–µs range affecting the solid state relaxation rates). \(^{6,14,16}\) The \(S_{C^2}\) values, however, are similar to the overall \(S_{NH^2}\) values determined in solution except for in parts of the helix and the \(\beta_s\) strand, where the \(S_{C^2}\) values are systematically lower. The effective SMF correlation times obtained from \(^{13}C'\) solid-state data (average \(~5\) ns) are also systematically different from the effective correlation times obtained from \(^{15}N\) solid-state data (average \(~23\) ns) (see Fig. 3a).

(iv) Differences between results of SMF analyses of \(^{13}C'\) and \(^{15}N\) relaxation rates

In light of the typically high level of correlation of \(S_{NH^2}\) and \(S_{C^2}\) observed in solution NMR studies for the same peptide plane, \(^{44}\) the large offset observed between such values in the solid state may appear initially perplexing. Even in the presence of anisotropic motions, \(^{37}\) one would expect the order parameters and the time scales to be more similar than we observe here. As we will see in the following, the observation of the very high solid state SMF \(S_{NH^2}\) order parameters, as well as the overall offsets between \(S_{NH^2}\) and \(S_{C^2}\) and between the correlation times, may be understood by considering how motions occurring on different time scales contribute to the spectral densities used to calculate the relaxation rates. Such an inspection provides valuable insights into the fundamental nature of relaxation in the solid state, especially when contrasted against relaxation in the solution state.

As mentioned, the exact form of the spectral densities is model-dependent; in section (iii) we used a single time scale SMF analysis, but in general protein motions can occur on multiple time scales. Such a situation can generally be better accounted for by using an extended model free (EMF) analysis, which includes two (or more) different time scales and associated order parameters (where subscript f indicates fast and subscript s slow motion; see ESI† for further details). \(^{34,45}\)

\[
J(\alpha) = \frac{1}{1 + \omega^2\tau_{ts}} + \frac{S_{f}^2(1 - S_{f}^2)}{1 + \omega^2\tau_{s}^2} \tau_{sf} + \frac{\tau_{sf}}{1 + \omega^2\tau_{sf}^2} \tag{10}
\]

According to a solution NMR study by Idiyatullin \textit{et al.}, all of the residues in GB1 are characterized by both picosecond and nanosecond motions; \(^{46}\) an EMF analysis yielded an average fast motion order parameter, \(S_f^2\), of approximately 0.75, a fast motion correlation time, \(\tau_f\), on the order of tens of picoseconds, a slow motion order parameter, \(S_s^2\), greater than 0.9 and a slow motion correlation time, \(\tau_s\), on the order of a few nanoseconds.

To assess the different contributions of these typical fast and slow motions to relaxation rates calculated by model free analyses, we simulated the spectral density terms for a fast motion (\(\tau_f = 20\) ps, \(S_f^2 = 0.75\)) and for a smaller amplitude slow motion (\(10^{-11} < \tau_s < 10^{-6}\) s, \(S_s^2 = 0.95\)), using solution- and solid-state SMF formalism (see ESI,† eqn (1) and (3)). We also conducted simulations for the same motions occurring simultaneously using solution- and solid-state EMF formalism.

The results of these simulations are shown in Fig. 4, for \(^{15}N\) in both solution and solids and for \(^{13}C\) in solids, as a function of the correlation time of the slow motion. This figure

---

**Fig. 3** Comparison of results from a simple model free (SMF) analysis of backbone motions in GB1 based on measured \(^{15}N\) and \(^{13}C\) \(R_1\), and \(R_2\) rates (see Fig. 2): (a) correlation time (\(\tau_{cor}\)) and (b) order parameter for \(^{15}N\) \(S_{NH^2}\) (red circle) and \(^{13}C\) \(S_{C^2}\) (black square) as a function of peptide plane number (numbering according to the residue number for \(^{15}N\)). The short-dash blue line in (b) depicts \(S_{NH^2}\) obtained from GB1 relaxation in solution and the green long-dash line \(S_{NH^2}\) obtained as a result of 3D GAF analysis of RDCs in GB3. \(^{36,37}\) The data for which severe peak overlap hindered accurate measurement of relaxation rates were excluded.

**R\(_{1s}\)** relaxation rates are considered separately, are presented in Fig. 3b. The \(S^2\) values determined from \(^{13}C'\) and \(^{15}N\) data follow similar trends but the \(S_{C^2}\) values are on average lower than \(S_{NH^2}\) by a factor of \(\sim 0.2\) (Fig. 3b). The largest deviations of the overall trend are generally observed for the residues in the loops or edges of the secondary structure elements, e.g. peptide planes 35 to 40.

In Fig. 3b the SMF order parameters from the solid-state relaxation are also compared to the overall solution-state \(S_{NH^2}\) derived from relaxation measurements (and thus reporting generally on \(<4\) ns motions; light green) and from residual dipolar couplings (RDC) measurements (and thus reporting on motions up to \(µs\)-ms timescale; dark green). \(^{37}\) A number of studies suggest that one should expect a high level of correlation between fast picosecond-nanosecond protein motions in solution and hydrated protein crystals. \(^{17,34,39,40}\) One can imagine that intermolecular interactions, e.g. crystal contacts, may influence slower large-scale motions to a greater extent but even though the details may vary the general motional modes are often similar. \(^{12,41,42}\) Specifically for GB3, which is very similar to GB1 in terms of fold and sequence, it has been demonstrated that the pictures of dynamics in solution and hydrated crystal are very consistent over a wide range of time scales. \(^{43}\) However, in a presence of more extensive specific intermolecular interactions as, e.g. in protein complexes, larger changes in protein dynamics may be observed; this would be true both in hydrated crystals and in solution. \(^{13}\)

It is clear that the \(S_{NH^2}\) values determined in the solid state are unusually high, if they are to be treated as the overall order
shows the behavior of $R_1$ and $R_{1p}$ relaxation rates calculated by an SMF treatment of both fast and slow motions simultaneously (solid black line).

Assuming the motions in GB1 occur on both ps and ns time scales, the spectral densities calculated by the EMF will be more "correct", i.e. the calculated relaxation rates will be closer to those that would be measured experimentally given motion on those two time scales. By analyzing the same two motions separately with the SMF, we can observe how the spectral densities calculated compare to those calculated using the EMF. We can then use these observations to extrapolate to a case where the SMF is used to model a two-component motion.

Fig. 4 illustrates that the same fast and slow motions contribute differently to the spectral densities (and hence calculated relaxation rates) in the solution state and in the solid state. For EMF in the solution state, the presence of overall rotational diffusion modifies the effective correlation times for the fast and slow motions, with the result that the spectral densities (for both $R_1$ and $R_{1p}$) calculated by the EMF are similar to those calculated by the SMF including only the fast motion (see Fig. 4a and d – the black lines closely follow the dashed red lines). Conversely, in the solid state, the absence of overall tumbling means that the fast and slow motion contributions to EMF spectral densities are purely dependent on the order parameters and time scales of those motions. Compared to the solution case, this results in a greater relative contribution of slow motions to the spectral densities. For example, in the case of both $^{15}$N and $^{13}$C $R_{1p}$, the fast motion contribution to the spectral densities can be smaller than 1% of the slow motion contribution, even if $S_2^2$ is much lower than $S_1^2$. The result of this is that the $R_{1p}$ relaxation rates calculated by the EMF are very similar to those calculated for correlation times of $>0.1$ ns by the SMF using only the slow motion (see Fig. 4e and f – the black lines closely follow the dashed blue lines).

A similar situation arises for $R_1$ in solids: for a wide range of $\tau_s$, the contributions of the small amplitude slow motions to spectral densities are much larger than the contributions of larger amplitude fast motions. Above a certain time scale, however, the fast motion contribution begins to dominate (see Fig. 4b and c – the black line veers off toward the dashed red line above $\sim 10^{-8}$ s). Crucially, the time scale at which this occurs is shorter for $^{11}$C than it is for $^{15}$N. As a guide, the vertical dashed gray line indicates the slow motion time scale at which the fast motion SMF spectral densities begin to dominate over the slow motion SMF spectral densities for $^{13}$C $R_1$. At this time scale (and for a range of slower time scales) the slow motion still dominates for $^{15}$N. As a result, a situation can occur where the calculated $^{15}$N $R_1$ is dominated by the slow motion component while the calculated $^{13}$C $R_1$ is dominated by the fast motion component.

Consequently, in the solid state, if the SMF approach is used to analyze $^{15}$N relaxation rates induced by both a fast motion and a slow motion (of e.g. 15 ns), the data often may be almost entirely accounted for by the slow motion only, even if the amplitude of the slow motion is similar compared to that of the fast motion (an observation also made in ref. 14). In such a case, for $^{15}$N a good SMF fit will be obtained with an order parameter, $S_{\text{SMF}}^2$, closer to the slow motion order parameter,
2.14,16 A caveat of this approach is by the fast motion; when weights of the data points in the fitting procedure are related to the experimental errors no special weight is given to $^{13}C\,' R_s$, resulting in slow motion domination overall. Lack of sensitivity to fast motions may in fact be beneficial in certain situations, for example when modeling concerted anisotropic motions of protein fragments.15,21 In such a case, neglecting fast picosecond motions in the fitting routine should not incur large errors for estimating the amplitudes of slow overall motions. Currently, the only way to obtain an estimate of $S_{overall}^2$ and $S_f^2$ is to constrain the overall amplitudes of motion by an independent measurement of dipolar couplings or CSA.2,5,14 In the absence of an overall constraint on the order parameter, even though the relaxation rates originate from motions on multiple time scales, employing EMF is unlikely to yield realistic values for $S_f^2$. A caveat of this approach is that a relatively small error in the determination of the dipolar order parameter may lead to quite a significant error in the subsequent estimate of $S_f^2$.

(v) Extended model free analysis of peptide plane motions

The above discussion indicates that to adequately describe dynamics in crystalline GB1 using relaxation, we need to consider models involving motions occurring on at least two timescales. In case of crystalline SH3, Zinkevich et al. argued that often three time scales are required.48 In another study,13 we found that only a handful of residues exhibit microsecond-scale motions based $^{15}N R_{1p}$ relaxation dispersion (clear dispersion is observed for residues 17, 19, 20, 44, 46, 49–53; note that the microsecond motions for these residues are likely too slow to effectively influence the measured dipolar order parameter), suggesting that for the majority of residues the dynamics can be well-described by motions in the ps–ns range. Note that data informing on millisecond-scale motions are currently not available. For motions in this range of time scales, measurements of dipolar couplings may be used to constrain the overall amplitude of motions (in general, dipolar couplings are averaged by motions faster than their inverse) and the expressions for $R_{1p}$ presented above can be used without including the influence of spinning frequency,52 which should generally be included if the motions in the $\mu$s–ms regime are present (see ESI†).

First, to establish our baseline, we performed a fit using only $^{15}N R_1$ and $R_{1p}$ data measured at 600 MHz and 850 MHz magnetic fields, with dipolar NH order parameters16,29 used to constrain the overall amplitude of motions. This scheme represents roughly the current state of the art in the literature.2,5,14,48,50 To model $^{15}N$ relaxation we have included dipolar contributions from the directly bonded proton, $C^\alpha$ and $C^\beta$, site-specific $^{15}N$ CSA (see ESI†), and dipolar contributions from other protons implemented as an additional effective NH coupling.51 The results of the fits are presented in Fig. 5 (black diamonds and lines). The emerging picture of the dynamics in crystalline GB1 is consistent with similar analyses on other model crystalline systems such as SH3 and ubiquitin: all residues seem to be characterized by larger amplitude picosecond motions and smaller amplitude (order parameters close to 1) slow motions with a correlation time in the ns–$\mu$s range. Only a few of residues in
loops exhibit larger than average slow motions. Notably, the order parameters for the fast picosecond motions are on average similar to the overall order parameters for GB1/GB3 in solution,36,46,52 providing yet another example that indicates the overall high level of similarity of fast picosecond dynamics for globular proteins in solution and in hydrated crystals.34

In spite of this reassuringly familiar view of GB1 dynamics, there are a few points of concern: for a number of residues the fast correlation times are in the low-picosecond regime (or at the 1 ps bound imposed in the fitting procedure); several such points were also found in a recent EMF analysis of 15N relaxation in ubiquitin14) and for the majority of the residues slow correlation times are in the microsecond regime. Both of these features are likely to be fitting artifacts, with the data not providing sufficient basis for an accurate description of the dynamics. Motions with correlation times of a few picoseconds have a negligible effect on the measured relaxation rates and as such these kinds of motions are unlikely to be accurately determined from relaxation measurements. On the other hand, the omnipresence of microsecond motions is inconsistent with the lack of microsecond exchange as demonstrated by 15N R1 relaxation dispersion in crystalline GB113 (similarly, in ubiquitin a few residues, e.g. 10, 44, 63, were found where microsecond motions were detected through an EMF analysis of 15N relaxation rates but not confirmed in 15N relaxation dispersion15,14). An examination of the determined parameters reveals that for many residues, the parameters for the fast motion are such that they have negligible contributions to R1, and the parameters for the slow motions have negligible contributions to R1. These results suggest that even though the considered data set is sufficient to obtain fairly reasonable estimates of the amplitudes of motion, it is not sufficient to provide accurate determination of time scales of motions.

This situation may improve as data measured at a larger number of magnetic fields, or at least much more different magnetic fields, is available to provide better sampling of the spectral density at different frequencies. Indeed, if we include 15N R1 and R1p previously measured at a magnetic field of 1000 MHz,4 the “artifactual” microsecond slow motions and 1 ps fast motions are eliminated for several residues (see ESIF†). For many others, however, microsecond motions are still detected, in direct disagreement with the relaxation dispersion data. The situation is not greatly improved by using the expressions for R1p, that explicitly include spinning frequency effects (see ESIF).24

A potential solution to this problem could be to supplement the data with measurements that allow, at the same magnetic fields, to sample spectral densities at very different frequencies, for example 13C′ data. Typically, in solution, order parameters for 15N and 13C′ in the same peptide planes are highly correlated, with only a slight offset between them.44 This is expected because due to the planarity of the peptide bond 15N and 13C′ are likely to undergo similar motions. Even though such motions are expected to be anisotropic in nature,37,44 to the first approximation data can be treated reasonably well by assuming isotropic fluctuations of the peptide planes.44

Following the assumption of isotropic peptide plane motions we refitted the data, adding 13C′ R1 and R1p, data at 600 MHz and 850 MHz magnetic fields to the EMF analysis. To model 13C′ relaxation we included site-specific 13C CSA, dipolar contributions from the couplings to Cα, N and HN, and dipolar contributions from other protons implemented as an additional effective 13C′–1H coupling44 (see ESIF†). The results of the combined 13C′ and 15N fits (red circles and lines) are depicted in Fig. 5, where they are overlaid with the results of analysis based on 15N data only. For most residues, the changes in order parameters upon inclusion of 13C′ relaxation rates in the analysis are relatively small. However, there is a pronounced effect on the determined time scales. In particular, the slow correlation times are less than 1 μs for most residues (average ~ 500 ns), in line with the results of 15N relaxation dispersion. The overall fairly consistent time scale for slow motions in the secondary structure elements (very different time scales only appear in the loops) may be suggestive of an overall small amplitude motion.21 A few resonances for which clear relaxation dispersion is observable may require a model that includes motions occurring on three time scales but it is not entirely obvious how one could constrain their amplitude. In addition, the artifactual low picosecond motions are removed and the overall trend of time scales along the protein backbone varies more “smoothly” from residue to residue. Interestingly, the determined fast correlation times become overall similar to the fast correlation times determined in GB1 under similar conditions in solution, which, together with similar S2 (ref. 36) (see ESIF†), again further highlighting the similarity of fast dynamics in solution and hydrated crystals.
the 15N relaxation, the obtained order parameters and correlation values. In spite of the fact that the measurements at and compared them in Fig. 6 to previously-measured experimental values. However, in the performed model free analysis the use of other frequency based on the EMF analysis of 600 and 850 MHz data were virtually the same except for cases of large amplitude changes in order parameter by similar variations. To model 15Na and 13C interactions, the amplitudes of motions determined from the analysis of relaxation rates in solid state will be affected to a lesser degree by similar variations. To model 15N and 13C CSA relaxations we used here site-specific values obtained from a model where the CSA tensor was parameterized using isotropic chemical shift and based on measurements performed on crystalline GB1. However, in the performed model free analysis the use of other models of CSA (e.g. similar parameterizations obtained from measurements on ubiquitin in solution, or generic average CSA) has only a small effect on the obtained results (again except when large amplitude motions are concerned). Such a difference in behavior between solution and solid-state relaxation analysis traces back, again, to the forms of spectral densities and the absence of the dominant term from overall rotational diffusion in the solid state.

**Experimental**

NMR experiments were conducted on a Bruker Avance III spectrometer operating at 20.0 T (ω0H/2π = 850 MHz) and a Bruker Avance II+ spectrometer operating at 14.1 T (ω0H/2π = 600 MHz), using a Bruker 1.3 mm triple-resonance probe at each field. Unless otherwise stated, experiments were performed at 60 kHz MAS frequency, at a sample temperature of 27.0 ± 0.5 °C as measured by the 2H chemical shift of water with respect to DSS. The pulse sequence used to collect 13C R1 rates (Fig. S10a, ESI†) was based on a standard NCO double-CP (DCH52) sequence followed by a spin-lock pulse on the carbon channel whose length was incremented across each series of experiments. An S′E block27 was added to enhance resolution in the direct dimension by removing the effect of one-bond C–H scalar couplings. A similar sequence (but with the spin-lock pulse instead on the 13N channel, before the indirect acquisition (t1) period) was used to measure site-specific backbone amide 15N R1 rates (see Fig. S10, ESI†). For all 13C and 15N R1 rates experiments (unless otherwise stated), the spin-lock nutation frequency was set to 17 kHz, calibrated using nutation spectra. Nutation spectra also allowed us to determine the average r.f. inhomogeneity, which was on the order of 15%.

13C and 15N R1 rates were measured using sequences based on a standard NCO, but with a delay period (directly before t1 acquisition for 15N R1, directly after 15N–13C CP for 13C R1) that was incremented between experiments. π/2 pulses were applied either side of this delay (100 kHz on 15C for 13C R1, 83.3 kHz on 15N for 15N R1). All sequences are given in Fig. S10 (ESI†). The Bruker pulse sequences are available from the authors’ website.

All sequences were initialized with a 100 kHz π/2 1H pulse, followed by adiabatic double quantum cross-polarization53 from 1H to 15N (1.5 ms, ω1H/2π ≈ 50 kHz, ω15N/2π = 10 kHz). After t1 evolution, magnetization was transferred to 13C by a second adiabatic CP (9 ms, ω13C/2π ≈ 50 kHz, ω13C/2π = 10 kHz). During t1 (t1,max = 10 ms) and t2 (40 ms at 850 MHz, 25 ms at 600 MHz) acquisition, splTTP decoupling52 was applied at a field strength of ~15 kHz.

Spectra were processed with TopSpin 2.1, and the relaxation series were subsequently analysed using CcpNmr Analysis 2.2.2. Final relaxation curve fitting was completed in Matlab. Data were fitted to R0 exp(−Rt), with R0 and R being the fit parameters.

Fitting of the relaxation data to SMF and EMF was performed in Matlab. All the expressions for the rates, spectral densities as well as magnitudes of interactions are detailed in the ESI. The minimization was performed using code based on the fminsearch function with several random starting points.
to ensure a global minimum was found. The best-fit amplitude and time scale parameters for all the models were determined by minimizing the $\chi^2$ target function:

$$
\chi^2 = \sum_i \left( \frac{X_{i,\text{calc}} - X_{i,\text{exp}}}{\sigma_{i,\text{exp}}} \right)^2
$$

where $X_i$ are relaxation rates and dipolar coupling measurements, $\sigma_i$ appropriate experimental errors. The rigid limit NH distance was assumed to be 1.02 Å. Errors for the EMF amplitudes and time scales were estimated using Monte Carlo error analysis using 1000 iterations. Briefly, relaxation rates were back-calculated from the best fit parameters, random noise within the bounds of experimental error was added to the rates and the resulting rates fitted to the model. This procedure was repeated 1000 times and the error set at two times the standard deviation of the results from all the runs.

**Conclusions**

In summary, we have introduced $^{13}$C $R_{1p}$ measurements as a robust quantitative probe of slow protein motions in the solid state that is highly complementary to $^{15}$N relaxation measurements. We showed that solid-state $R_{1p}$ rates are exceedingly sensitive to even very small-amplitude slow conformational changes. A comparison of simple model free analyses of $^{15}$N and $^{13}$C $R_1$ and $R_{1p}$ data illustrated that relaxation in GB1 in solid state is in general induced by motions occurring on multiple time scales, but usually dominated by the slower nanosecond-range motions. Analyzing the differences between solution- and solid-state spectral densities, we could explain why very high order parameters are obtained from simple model free analyses of $^{15}$N relaxation in the solid state, and why nanosecond motions are likely to be underestimated in a standard relaxation analysis of solution NMR relaxation data. We also showed that by combining $^{15}$N and $^{13}$C relaxation data it is possible to obtain a more physically meaningful dynamical description of proteins that is highly complementary to the picture provided by other techniques. Finally, combining $^{15}$N and $^{13}$C measurements in such a manner paves the way to considering anisotropic peptide plane motions, which will be considered in a future manuscript.
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