1 Introduction

Core-hole spectroscopy is a widely used technique for the investigation of the geometric and electronic structure of gas-phase molecules, free clusters, surface adsorbates, and solids. Counterintuitively, this is largely due to the fact that core-hole electrons, being more tightly bound, are more localized as compared to the valence electrons. The result is that the changes in the binding energy of such electrons, called the chemical shift, can be more easily related to the chemical environment of the probed atom than those of the valence electrons which are delocalized over several atoms. To obtain this simplification of the spectrum requires excitation or emission of core electrons which involves relatively high-energy photons and, furthermore, to be able to record spectra in the near-edge region of different atoms requires that the high-energy radiation be tunable in energy. With the advent of third generation synchrotron sources the difficulties mentioned above were overcome due to the ability of these sources to provide tunable soft X-ray radiation and, as a result, the core-hole spectroscopy technique has become widely available.

There are several varieties of core-hole spectroscopy such as X-ray photoelectron spectroscopy (XPS), Auger electron spectroscopy (AES), Resonant Auger electron spectroscopy (RAS) and X-ray absorption spectroscopy (XAS). In this paper we will concentrate on the XAS of rare gas dimers and small clusters in the L2,3 region of Ar (245–252 eV). There is extensive literature on the study of free clusters with synchrotron (for a recent review see ref. 3). Indeed, many of the pioneering studies of this field have involved the core-hole spectroscopy of Ar-containing rare gas clusters. The reason for the use of XAS in the study of clusters is that the shifts of the core-hole states have been shown to be easily related to the position of the atoms within the cluster and thus can be used for structure determination of the clusters. The first XAS studies of Ar clusters involved scanning the synchrotron radiation in the L2,3 region while recording electron and ion yields and varying the cluster size from few up to 750 Ar atoms. These studies revealed a shift of the Ar(2p1/2 + 14s) transition by ~1 eV in comparison to the atomic transition although at a resolution insufficient to fully resolve the contribution of bulk and surface atoms. Subsequent studies, with improved resolution and a wider range of cluster sizes, did resolve the contribution of the surface (shift of 0.7 eV) and bulk (shift of 1.0 eV) atoms for the Ar(2p1/2 + 14s) transition although the region of the higher lying resonances (Ar(2p1/2 + 14s) and Ar(2p1/2 + 3d)) was too congested to yield useful information. Many of the concepts for describing the chemical shifts introduced in the latter paper were later developed into...
Theories used to describe the shifts of core-excitation transition of atoms embedded in rare gas clusters are based on the modelling of the interaction of the Rydberg electron with the ion core (e-Rgcore) and that of the interaction of the Rydberg electron with the surrounding lattice (e-Rgcrystal). The potentials used to describe these interactions are based on model potentials where, for example, the e-Rgcore potential can be described by the Kleinman–Bylander pseudopotential and the e-Rgcrystal is described by a model potential based on the sum of short and long range forces with the parameters adjusted to describe the low energy electron-Rg scattering (see ref. 15). Clearly these potentials should be able to describe the core-excited dimers investigated in this paper. We expect that the high-level ab initio calculations of the core-excited states in rare gas dimers which are quantitatively corroborated by experimental measurements presented here will provide the opportunity to rigorously test these model potentials. Furthermore, the measurement of the Ar2 and ArNe XAS presented in the present paper involves much smaller changes (20–40 meV) in the XAS spectra with respect to the atom in comparison to large clusters (0.7–1.0 eV) which gives access to a previously unexplored regime for testing theoretical models. It should be noted that the above models are equally applicable (of course with a different electron-core potential) to the case where the Rydberg electron is that of an alkali-metal atom (A). There is a vast body of literature calculating in this fashion the potential energy curves of A–Rg van der Waals dimers and the absorption spectra of A in Rg matrices. The analogy between the hydrogen bond and the corresponding dipole transition moment as a function of the interatomic distance, R, were computed using the Algebraic Diagrammatic Construction (ADC) method for the polarization propagator. In particular, we employed the ADC(2) extended scheme which uses a correlated ground state, correct up to second order in perturbation theory, and represents excited states expanded in the one-hole-one-particle (1h1p) and two-hole-two-particle (2h2p) configurations. The energies of singly excited states and the corresponding transition moments in this scheme are correct, respectively, up to second and first order in perturbation theory.

Another motivation for studying the XAS spectrum of rare gas dimers and clusters is the recent proposal based on theoretical considerations and subsequent experimental demonstration of the possibility of controlling Interatomic Coulombic Decay (ICD) via a resonant Auger process. The general idea of this technique is that the kinetic energy of the ICD electrons can be controlled by steering the population of the states undergoing ICD using the Resonant Auger process. By choosing different resonant excitations it is possible to change the relative populations of the excited states accessed by the Resonant Auger process. The utility of this scheme can be understood from the fact that the resonant process indirectly produces low energy electrons via ICD at the site of the targeted atom. The implications of the use of such a scheme for radiation damage on biological tissue are discussed in detail in ref. 23. The test experiments for demonstrating the control of the ICD process via the Resonant Auger have been performed mostly on the rare gas dimers largely due to the experimental ease in characterising the ICD process and the detailed knowledge of the Resonant Auger process in the atoms. However, to fully exploit such a scheme it is necessary to understand the XAS of the relevant dimer/cluster in order to be able to choose well the energy of the exciting photon for the first step of the Resonant Auger induced ICD.

To achieve the above aims we have performed a joint experimental and theoretical study of the core-hole spectroscopy of argon containing rare gas dimers and small clusters. This article is structured in the following manner: the computational details of the calculation of the potential energy curves (PECs) and Franck–Condon calculations used to simulate the core-hole spectra of the dimers are described in the next section. Then the experimental set-ups used to record the XAS core-hole spectra are outlined. In the Results and discussion section we describe the experimental spectra of Ar, Ar2 and ArNe recorded using the coincidence method as well as those of Ar2 and small clusters of Ar recorded using a simplified experimental method. Subsequently, the calculated and experimental spectra are compared and all shifts and comparisons are discussed in detail.

2 Computational details

Accurate ab initio ground state potential energy curves of Ar2 and ArNe were taken from ref. 29. The equilibrium interatomic distances (binding energies) are 3.80 Å (12.0 meV) and 3.52 Å (5.6 meV) for Ar2 and ArNe, respectively.

Non-relativistic excitation energies at the Ar L2,3-edge and the corresponding dipole transition moments as a function of the interatomic distance, R, were computed using the Algebraic Diagrammatic Construction (ADC) method for the polarization propagator. In particular, we employed the ADC(2) extended scheme which uses a correlated ground state, correct up to second order in perturbation theory, and represents excited states expanded in the one-hole-one-particle (1h1p) and two-hole-two-particle (2h2p) configurations. The energies of singly excited states and the corresponding transition moments in this scheme are correct, respectively, up to second and first order in perturbation theory.

The core-excited states of interest lie energetically high in the electronic continuum which is represented as a discretized pseudo-continuum in the ab initio calculations. While constructing the PECs, to avoid complications due to interactions between this pseudo-continuum and the core-excited resonances, we projected out the continuum states. Thus, the Hamiltonian was projected on the subspace Q given as,

$$Q = \{ |c| \Psi_0, c^\dagger |c| \Psi_0 \}. $$

Here, the index h denotes the 2s and 2p orbitals of Ar in ArNe or their even and odd linear combinations of Ar in Ar2, i denotes any valence orbital, while a and b stand for any virtual orbital; $|\Psi_0\rangle$ is the correlated ground state. The subspace Q comprises configurations necessary to describe both inter- and intra-atomic electron relaxation – the principal effect defining the energies of core-excited states. Therefore, we expect no considerable loss of accuracy due to the projection operation.
The projected ADC Hamiltonian, $\mathcal{H}_Q$, is diagonalized for different $R$ to produce the excitation energies and transition moments. Adding the ground state PEC to the excitation energies we obtained the core-excited PECs of interest. The core-ionized states were obtained using the ADC(2) extended method for Green’s function, the aug-cc-pVTZ basis set on Ar, and the same basis set on Ne as in the previous calculation. Similar to the core-excitation case, the Hamiltonian was projected on the subspace $Q'$, where $Q' = \{c_i|\Psi_0, c_0^{|e_i}\Psi_0\}$.

The molecular orbitals and electron repulsive integrals needed for the ADC computations were obtained using the restricted Hartree–Fock procedure as implemented in the MOLCAS 7.4 package. The calculations were carried out using the cc-pCVTZ basis set on Ar augmented by 4s-type, 4p-type, and 4d-type KBJ Rydberg-like orbitals; the aug-cc-pVQZ basis set was used on Ne. The vibrational states supported by the bound electronic PECs were calculated by diagonalizing the respective nuclear Hamiltonians represented on a uniformly spaced grid using a sinc DVR basis set. The calculated energies of the $v = 0$ states in the electronic ground states of the dimers are $-10$ meV in the case of Ar$_2$ and $-4$ meV in the case of ArNe.

For the computation of the theoretical X-ray absorption spectra it was assumed that both Ar$_2$ and ArNe are initially in the $v = 0$ state of their respective ground electronic states. The spectra arising from the transitions to the bound core-excited states were constructed considering state-to-state transitions from the $v = 0$ state of the ground electronic state to each vibrational level of the excited state. The intensities of each state-to-state transition were taken to be the generalized Franck–Condon factors computed using the corresponding vibrational wave functions and the ADC electronic transition moments.

In the case of the repulsive core-excited states, correlating with Ar(2p$^4$1s)Ar and Ar(2p$^4$1s)Ne at asymptotic distances, the energy of the transition was taken as the difference between the $v = 0$ level of the respective ground electronic state and the excited-state PEC at the equilibrium distance of each rare-gas dimer. The intensities of the lines were obtained by averaging the corresponding electronic transition moments over the $v = 0$ wavefunction. This approximation is justified because the excited state PECs are flat and the electronic transition moments do not vary much in the Franck–Condon region. The spectra of the states correlating with Ar(2p$^4$3d $^5$P)Ar and Ar(2p$^4$3d $^5$P)Ne were obtained analogously.

Finally, the spectral peaks were generated by convolving the discrete transition lines with Lorentzian functions of FWHM 0.112 eV thus accounting for the lifetime broadening due to the Auger decay of the excited states. For comparison with the experimental data the resulting spectrum is further convolved with a Gaussian of width 0.040 eV in order to account for the synchrotron photon resolution used in recording the XAS spectrum.

### 3 Experimental set-ups

Two experimental apparatuses have been used to obtain the results presented in this work. Schematic illustrations of the two instruments and data acquisition chains are shown in Fig. 1(a) and (b).

In both cases the interaction region was formed by the interaction, at right angles, of the focussed synchrotron radiation from the branched line of the Gas Phase beamline of the Italian synchrotron source Elettra and a skimmed supersonic beam formed by expansion of rare gases through a 50 μm hole. Furthermore, in both experiments the synchrotron radiation was linearly polarized with its electric field vector parallel to the principal axis of the time of flight spectrometers. The synchrotron light can be continuously tuned from 13 to 280 eV. The supersonic beam was either formed from a static mixture of Ar and Ne (or Ar alone) or by using a double inlet system, in which the mixture could be optimized for dimer formation depending on the setup used. In the conditions used the dimers formed <1% of the beam while significant quantities of trimers and larger clusters were not detected.

The first set-up (see Fig. 1(a)) consisted of a traditional PhotoElectron PhotoIon PhotoIon COincidence (PEPIPICO) spectrometer in which electrons were accelerated towards a microchannel plate detector at a distance of 17 mm from the interaction region while the ions were ejected in the opposite direction into a 10.5 cm Wiley McLaren ion time-of-flight spectrometer. The signals from the electron detector were pre-amplified, discriminated and sent to the start channel of a time-to-digital converter while the output of the ion detector was similarly treated and fed to the stop channel of the time-to-digital converter (up to 32 stops can be recorded for each start). Electron–ion–ion maps were built up by selecting the events in which two ions were detected after a single start and in this map a 2D histogram of the flight time
of the second ion was plotted against that of the first ion. An example of such an ion–ion map is shown in Fig. 2(a) for this experimental setup for the case of an Ar/Ne expansion summed over a selection of photon energies corresponding to the excitation of the Ar 2p\(^{1}\)\(^{3}\)/C\(^{0}\)\(^{1}\)\(^{3}\)/Ar 2p\(^{1}\)\(^{3}\)/C\(^{0}\)\(^{1}\)\(^{1}/2s) resonance. The ion–ion coincidences resulting from the Coulomb explosion show up as a short line with a slope of \(-1\) centered on the point where ions with zero kinetic energy arrive. This is simply due to the fact that as a result of the Coulomb explosion ions with the same charge gain equal and opposite momentum with ions being ejected toward the detector arriving before ions with no initial kinetic energy component along the time-of-flight axis while those which are emitted away from the detector arrive after. In the case of Ar\(^{+}/Ar^{+}\) coincidences the energy sharing changes and the slope of this line becomes \(-2\) and therefore we can distinguish between these coincidences and Ne\(^{+}/Ar^{+}\) coincidences. Finally, the horizontal and vertical lines are due to false coincidences in which one of the detected signals in coincidence with a real ion is completely uncorrelated with the other signal. The experiment was performed by setting the photon energy and recording an ion–ion coincidence map then changing the photon energy and recording another map and so on. Each ion map was then analysed to extract the number of Ar\(^{+}/Ar^{+}\) and Ar\(^{+}/Ne^{+}\) coincidences corrected for false coincidences and then each of these were plotted as a function of photon energy; the analysis method is described in full in ref. 40. Under typical conditions ~10 minutes per photon energy were required in order to achieve acceptable statistics resulting in a total acquisition time of over 43 hours for the spectrum shown in Fig. 3.

In the second set-up the apparatus was modified to allow a better control of the electrostatic potentials in various sections of the instrument. In this set-up both detectors were wired to detect ions. In particular on the drift tube side the acceleration section was shortened and split into two parts with the help of an additional mesh (thus dividing the acceleration zone into two sections of lengths ~2 mm and ~5 mm, respectively) while the flight tube was lengthened (to ~203 mm). By appropriate bias voltages applied to the meshes slow ions can be prevented from entering the drift tube. For the data shown this cut-off was set to 0.75 eV, allowing the exclusive detection of fragments produced by dissociation. The same potentials accelerate slow ions towards the micro-channel plate detector placed on the opposite side. Therefore ions produced by the ionization of atomic argon (the main component of the supersonic beam) dominate over the weak dimer signals. As this detector is placed closer to the interaction region than the drift-tube micro-channel plate a larger fraction of the emitted fluorescence UV (and soft X-ray) photons impinge on this detector. Nonetheless, the contribution of ions to the signal on both detectors is expected to be by far the dominant one.

4 Results and discussion

The dependence of the e\(^{-}/Ar^{+}\), e\(^{-}/Ar^{+}/Ar^{+}\) and e\(^{-}/Ar^{+}/Ne^{+}\) coincidence yields on the photon energy is shown in Fig. 3. In this
range one observes the Ar 2p$_{3/2}^{1}4$s, Ar 2p$_{3/2}^{1}5$s (overlapping with the 3d resonance), Ar 2p$_{3/2}^{1}3$d, Ar 2p$_{3/2}^{1}4$d and Ar 2p$_{3/2}^{1}5$d as well as the Ar 2p$_{3/2}^{1}4$s resonances of the argon atom. It should be noted that although the Ar 2p$_{3/2}^{1}5$s state has never been experimentally resolved from the transition to the Ar 2p$_{3/2}^{1}3$d state we include it in our discussion as the ab initio calculations predict a significant contribution of this state to the soft X-ray absorption spectrum as described in detail below. In Fig. 3(a) the spectrum due to e$^+$/Ar$^-$ coincidences reflects simply the absorption cross-section of the argon atom in this range (see ref. 38). However, as described above, the co-expansion of argon and neon in the gas beam combined with the coincidence technique means that it is possible to record the XAS spectra of the Ar atom and ArNe and Ar$_2$ dimers simultaneously. It is therefore possible to reveal very small energy shifts of the peaks in the dimer spectra by the use of the atomic spectrum as an internal reference.

A careful comparison of the dimer spectra shown in Fig. 3(b) and (c) with the equivalent spectrum in the atom (Fig. 3(a)) reveals a number of observations which require explanation. For example, it is possible to see that the 2p$_{3/2}^{1}4$s and Ar 2p$_{3/2}^{1}4$s peaks in both the ArNe and Ar$_2$ dimer spectra are shifted to higher energy (by 40–60 meV depending on the peak and the dimer) with respect to the corresponding peaks in the atomic spectrum. In contrast, while the 2p$_{3/2}^{1}3$d, 2p$_{3/2}^{1}4$d and 2p$_{3/2}^{1}5$d peaks in the ArNe spectrum exhibit negligible shifts, the equivalent peaks in the Ar$_2$ spectrum show clear negative energy shifts (approx. 50 meV) in comparison to the atomic spectrum. Furthermore there is a shoulder on the high energy side of the 2p$_{3/2}^{1}5$s/2p$_{3/2}^{1}3$d peaks in both the ArNe and Ar$_2$ spectra (highlighted by asterisks in Fig. 3(b) and (c)) and a change in the relative intensities of the 2p$_{3/2}^{1}nd$ peaks and the threshold region intensity of the ArNe case in comparison to the atomic and Ar$_2$ spectra. Each of these observations will be discussed in close comparison with theory below.

We first discuss the results of the second experiment shown in Fig. 4. These results confirm the above observations for the Ar$_2$ dimer while extending the observed spectral region up to and above the 2p$_{3/2}^{1}$ threshold, containing the 2p$_{3/2}^{1}3$d, 2p$_{3/2}^{1}4$d and 2p$_{3/2}^{1}5$d resonances, in addition to those discussed above (see Fig. 4(a)). Furthermore, changing the expansion conditions of the supersonic jet allowed small clusters to be generated and the resulting spectrum to be recorded (see Fig. 4(b)). The first point to be noted from these results is the higher signal to noise ratio of the data in comparison to those shown in Fig. 3(b) and (c) in spite of the significantly lower acquisition times (10 minutes per point for Fig. 3 versus 1 minute per point for Fig. 4). The reason for this is the higher efficiency of the single ion detection used in this method in comparison to the electron–ion coincidence technique employed for the spectra in Fig. 3(b) and (c). However, the advantage of the higher collection efficiency is offset by the lack of ion momentum matching in the single ion detection. In this experiment the discrimination of the atomic and dimer signals is achieved on the basis of the kinetic energy of the detected ions. The faster ions (kinetic energy > 0.75 eV) can only arise from Coulomb explosion of the dimer ions due to processes which take place subsequent to the initial resonant absorption. The efficacy of the technique is confirmed by the comparison of the spectra shown in Fig. 4(a) with the equivalent coincidence data shown in Fig. 3(c). In particular, examination of the inset in Fig. 4(a) confirms the positive energy shift of the 2p$_{3/2}^{1}4$s peak and the negative shifts of the 2p$_{3/2}^{1}3$d, 2p$_{3/2}^{1}4$d and 2p$_{3/2}^{1}5$d resonances of the Ar$_2$ dimer spectra in comparison to the monomer spectrum. In addition, it is apparent from Fig. 4(a) that the negative energy shift of 2p$_{3/2}^{1}nd$ increases with increasing n. Further information extracted from Fig. 4(a) includes the negative shifts of the 2p$_{3/2}^{1}nd$ resonances not recorded in the coincidence data shown in Fig. 3 and the fact that the relative intensities of the peaks in the Ar$_2$ spectrum do not significantly change with respect to those in the atomic Ar spectrum. The latter point suggests that the anomalously large intensity of the 2p$_{3/2}^{1}4$s peak in Fig. 3(c) may be due to a problem of normalization caused by the composite nature of this spectrum recorded in a number of data acquisition runs. As a final point the increased signal to noise ratio of the kinetic energy filtered spectra allows the clear identification of the 2p$_{3/2}^{1}4$p resonance in the dimer.
spectrum (marked by an asterisk in the inset of Fig. 4(a)) which was not observed in the coincidence data. This state is dipole forbidden but becomes allowed due to the lower symmetry of the dimer.

To understand the energy shifts of the dimer spectra in a quantitative manner the $2p_{1/2}^nl$ core-hole potential energy curves (PECs) of the Ar$_2$ and ArNe dimers were calculated. These PECs are presented in Fig. 5. Visual inspection provides an immediate qualitative explanation for many of the experimental observations described above. The positive energy shifts of the $2p_{1/2}^4s$ and $2p_{1/2}^3d$ resonances in the dimer spectra are due to the repulsive nature of the Ar($2p_{1/2}^4s$)Ar and Ar($2p_{1/2}^4s$)Ne PECs. At the ground state equilibrium separation of the Ar$_2$ and ArNe dimers (3.80 and 3.52 Å) the potential

Fig. 5 Computed potential energy curves of the lowest core-excited and core-ionized states of Ar$_2$ and ArNe which are dipole allowed at the dimer equilibrium distances. They correlate with the Ar($2p_{1/2}^4s$), Ar($2p_{1/2}^5s$), Ar($2p_{1/2}^3d$), and Ar($2p_{1/2}^1d$) excited states and a ground state neighbour at asymptotic interatomic distances. All computations were non-relativistic. The zero energy in the case of the Ar($2p_{1/2}^5s$) and Ar($2p_{1/2}^3d$) PECs was chosen to correspond to the computed asymptotic energy of the dipole-allowed Ar($2p_{1/2}^3d$ $^1P$)Ar and Ar($2p_{1/2}^3d$ $^1P$)Ne states. The transition moments as a function of the internuclear distance for each of these states are shown in the ESI.†
energies of the Ar(2p\(^{-1}\)s)Ar and Ar(2p\(^{-1}\)s)Ne states are 34 meV and 38 meV higher than the respective asymptotic values. This clearly explains the positive shifts of the corresponding peaks in the dimer spectra. Another interesting point to note is that the PECs of the \(\Sigma\) and \(\Pi\) symmetries (due to the orientation of the 2p\(^{-1}\) core-hole with respect to the internuclear axis) are almost identical. Therefore, it is clear that the 2p\(^{-1}\) core-hole orientation has a negligible effect on the binding energy as the 2p orbital is very compact and is essentially seen as an isotropic charge by the neighbouring atom. This observation is true for all PECs presented as can be confirmed from the comparison of the \(\Sigma\) and \(\Pi\) states also in the cases of the Ar(2p\(^{-1}\)s)Ar and Ar(2p\(^{-1}\)p) core-hole states and therefore we conclude that all symmetry effects are due to the excited Rydberg electron.

Visual inspection supports the same conclusion for 2p\(^{-3}\)d states, where the orientation of the 3d orbital along the inter-molecular axis determines its attractive or repulsive character [for the simpler case of a p orbital, see Fig. 7 of ref. 17]. Let us note that the potential energy curves associated with a given core-hole state are qualitatively similar for Ar\(_2\) and ArNe (as highlighted by our choice of colors for the curves), and that the quantitative differences can be rationalized in terms of the overlap between the excited Rydberg electron and the electrons of the partner atom. Because of the predominant role of the Rydberg electron, these potential energy curves are also similar to those of the equivalent core (\(Z+1\)) approximation (available for KAr,\(^{41}\) which indeed we have used in our previous work\(^{27}\)). Of course the latter similarity is only qualitative, due to the different overall symmetry and multiplicity, as well as to the different extent of the Rydberg orbital in the equivalent core (\(Z+1\)) approximation case. Let us finally note that, both for the "exact" PECs and the equivalent core (\(Z+1\)) approximation, as soon as the Rydberg electron encompasses the whole dimer, which is then seen as a single ionic core, the shape of all potential energy curves converges to that of the respective dimer ion.

In contrast to the Ar(2p\(^{-1}\)s)Rg PECs, the Ar(2p\(^{-1}\)s)Ar and Ar(2p\(^{-1}\)s)Ne core-hole states are weakly bound. The repulsive nature of the Ar(2p\(^{-1}\)s)Rg PECs versus the bound nature of the Ar(2p\(^{-1}\)s)Ar and Ar(2p\(^{-1}\)s)Ne PECs can be understood in terms of the radial electron density of the respective excited electron. The radial density of the Ar 4s electron is peaked at ~3 Å which is comparable to the bond length in the dimer (see Fig. S1 of the ESI\(^{1}\)) and hence there is a repulsion between the Rydberg electron and the neighbouring atom leading to the repulsive nature of the PEC. On the other hand, the radial electron density of the Ar 5s electron is peaked at ~6.5 Å which is larger than the internuclear distance and thus it is the attractive forces between the neighbour and the Ar\(^{1}\) ion core of the excited state which dominate the potential leading to an attractive potential. This behaviour is similar to the effects observed for the PECs of Ar\(^{3}\)(3p\(^{-2}\)[\(^3P\)]s)He and Ar\(^{3}\)(3p\(^{-2}\)[\(^3P\)]s)He discussed in detail in ref. 42.

The region containing the PECs of the Ar(2p\(^{-1}\)d)Ar and Ar(2p\(^{-1}\)d)Ne states has more complicated structure. The manifold of singlet Ar(2p\(^{-1}\)d) atomic states comprises the Ar(2p\(^{-1}\)d [\(^3P\)], [\(^1D\)], [\(^1F\)]) states of which only the \(^1P\) term, which is highest in energy, is optically allowed. In the dimer, each of the atomic terms splits into a number of molecular terms. As a result of the interaction between different molecular terms, five of them (three \(\Pi\) and two \(\Sigma\) terms) acquire optical strength. As is evident from Fig. 5, the PECs of three of the molecular states are weakly bound in the Franck–Condon region. This can account for the small negative shift of the peaks in the XAS spectra of the dimers. This shift is however smaller for ArNe than for Ar\(_2\). This fact can be explained with the smaller binding energy of these states at the respective equilibrium distances in ArNe as compared to Ar\(_2\). The shoulder on the higher-energy side of the Ar(2p\(^{-1}\)d)Rg peaks can be understood as arising from the transition to the two highest Ar(2p\(^{-1}\)d)[\(^3P\)]Rg states of the Ar(2p\(^{-1}\)d) manifold. These states exhibit quasibound regions at shorter internuclear distances. However, these regions are not accessible from the ground state of the dimer and do not contribute to the XAS spectra. The ground-state wave packet is therefore transferred onto the repulsive part of these curves, thus giving rise to the high energy shoulder on the "3d" resonance peak.

To test the quality of the PECs in a more quantitative manner we have performed Franck-Condon calculations on the transitions between the ground \(\nu = 0\) state and the PECs shown in Fig. 5 in order to simulate the core-hole spectra. The results of these simulations for the 2p\(^{-1}\)s and the 2p\(^{-1}\)s/2p\(^{-1}\)d resonances of both the Ar\(_2\) and ArNe dimers are shown in Fig. 6 where they are compared with the 2p\(^{-1}\)s/2p\(^{-1}\)s and 2p\(^{-1}\)d/2p\(^{-1}\)d resonances of the coincidence data from Fig. 3. The details of these calculations are given in the Computational methods section. For reference purposes the transition moments as a function of \(R\) for transitions to each of these states are given in Fig. S2 of the ESI\(^{1}\). The agreement between the calculated and experimental spectra is quite remarkable and demonstrates the quantitative accuracy of the PECs shown in Fig. 5 as well as the calculation methods used to simulate the spectra.

Due to the complexity of the $2p_{3/2}^{-1}5s(2p_{3/2}^{-1}d$) region of the spectra with transitions to 7 excited states contributing to the intensity we also show the contributions of the transitions to each of these states to the overall spectrum in Fig. 7. Another point to consider is the possibility of symmetry effects due to the geometry of the experiment. Preferential detection of \(\Sigma\) or \(\Pi\) states is often used in soft X-ray absorption spectroscopy to gain information on the symmetry of the core-hole states being probed.\(^{43}\) Here, in both experiments the electric field vector of the linearly polarized light is parallel to the TOF axes but while in the first method the \(\Sigma\) or \(\Pi\) states (absorbing dimers with the internuclear axis preferentially parallel and perpendicular to the TOF axis, respectively) are detected with the same efficiency, the second method is about 30% more efficient in detecting the \(\Sigma\) states with respect to the \(\Pi\) states. Nonetheless, careful inspection of Fig. 5 and 7 shows that the only unpaired state is the $^1\Pi(2p_{3/2}^{-1}3d[\(^1F\)])$ state which does not significantly contribute to the shift or broadening of $2p_{3/2}^{-1}3d$ in Ar\(_2\) or ArNe. Therefore, we conclude that the shape of the $2p_{3/2}^{-1}5s/2p_{3/2}^{-1}3d$ resonance lines in the dimers is not sensitive to the symmetry effects due to the geometry of the measurements.
The higher $2p^{-1}nd$ states can be considered to be intermediate cases between the $2p^{-1}3d$ states described above and the $Ar^+(2p^{-1})Ar$ and $Ar^+(2p^{-1})Ne$ core-hole ion states. Both ion states are weakly bound with the $Ar^+(2p^{-1})Ar$ PECs showing a minimum of 85 meV at 3.2 Å and the $Ar^+(2p^{-1})Ne$ PECs with a minimum of 43 meV at 2.9 Å with respect to the atomic value. To gain a deeper insight into the shifts of the higher $2p^{-1}nd$ resonances in the dimer XAS spectra with respect to the atom we have performed Franck–Condon calculations on the transitions between the $v = 0$ vibrational level of the ground state of the $Ar_2$ and $ArNe$ dimers and the corresponding $2p^{-1} core-hole$ ion states (the PECs of which are shown in the lower panels of Fig. 5) using LEVEL. The results of these calculations are shown in Fig. 8 where it can be seen that the negative shifts of the core-hole transitions with respect to the $Ar$ atom are 40 meV and ~20 meV in the cases of the $Ar_2$ and $ArNe$ dimers, respectively. These shifts are consistent with the experimentally observed shifts of the high $2p^{-1}nd (n = 4–6)$ transitions which can be seen in Fig. 3 and 4. Furthermore, the smaller extent of the experimentally observed shifts of these resonances in the $ArNe$ dimer (see Fig. 3(b)) in comparison to the $Ar_2$ dimer is consistent with these calculations.

In light of the above discussions we can now return to briefly discuss the small $Ar$ cluster spectrum shown in Fig. 4(d). Here, as noted above, it is possible to see larger shifts of the $2p^{-1}4s$ peak (+85 meV) and $2p^{-1}5s/2p^{-1}3d$ (–65 meV) as well as significantly more broadening with respect to the dimer spectra. For the $Ar 2p^{-1}4s$ peak we know that the dimer shift is 38 meV while the trimer shift is predicted from $2p^{-1}4s$ modelling in $Ar$ clusters to be approximately 100 meV (see Fig. 1 of ref. 8). The shift observed suggests that the most probable cluster is the $Ar_3$. 

---

**Fig. 6** Comparison of the simulated XAS spectra with the experimental data shown in Fig. 3. The upper panels show the atomic XAS spectra in the $Ar(2p^{-1}4s)Ar$ and $Ar(2p^{-1}5s)Ar/Ar(2p^{-1}3d)Ar$ regions recorded using the electron–$Ar^+$ coincidence technique. The middle panels show the comparison with simulated spectra (see the text for details) for the $ArNe$ dimer while the bottom panels show the comparison for $Ar_2$. The vertical dotted lines show the positions of the atomic resonances.

**Fig. 7** Franck–Condon simulation of the $2p_{3/2}^{\uparrow}5s/2p_{3/2}^{\uparrow}3d$ resonance for the $ArNe$ and $Ar_2$ dimers including contributions from different core-hole states. A natural line width of 112 meV is convoluted with the FC calculations. The dotted lines show the position of the atomic resonance.

**Fig. 8** Franck–Condon calculations for the excitation process from the $v = 0$ ground state of $ArNe$ and $Ar_2$ and the corresponding $2p^{-1}$ ion–core hole states referenced to the ionization of the $Ar^+(2p_{3/2}^{\uparrow})$ level at 248.68 eV.
trimer it however considering the significant broadening to higher energies it is clear that the spectrum contains contributions from at least Ar$_n$, $n$ = 2–5. This is consistent with the measured shift of ~230 meV (extracted from Fig. 1 of ref. 7) for a cluster distribution of average size $n$ = 5. It is clear that the spectral region in the vicinity of 2p$^{-1}$s/2p$^{-1}$d is much more complicated due to the large broadening and shifts which results in merging of 2p$^{-1}$s/2p$^{-1}$d with the nearby 2p$_{1/2}$s peak. Therefore, this region of the spectrum is not suitable for the size/structure determination of the clusters.

5 Conclusions

The XAS spectra of rare gas dimers and small clusters have been investigated by using synchrotron light to excite core-hole states of the Ar containing dimers and small clusters in the L$_{2,3}$-edge region. Two experimental methods have been used, the first of which involves the detection of an electron and two ions in coincidence as a method to select events due to core-hole excitation of the Ar$_2$ and ArNe dimers from the events due to monomers in the same beam. The second method, on the other hand, is based on the discrimination of the kinetic energy of the ions formed due to processes involving Coulomb explosions of the multiply charged dimers and clusters formed following core-hole excitation and the low kinetic energy ions formed in the monomer. Both methods allow us to observe very small shifts of the core-hole resonances (well below the natural width of the resonances) of the dimers and small clusters in comparison to the atomic spectrum. These shifts and peak shape changes are directly related to the PECs of the core hole excited states in the Ar$_2$ and ArNe dimers. The PECs have been calculated by the ADC(2) extended ab initio method and the XAS spectra have been simulated by performing Franck–Condon calculations for transitions between the ground state of the corresponding dimer and these core-hole PECs. The simulated spectra are in remarkable agreement with the experimental spectra of the Ar$_2$ and ArNe dimers showing the quantitative accuracy of the PECs and the Franck–Condon calculations. This quantitative understanding of the dimer spectra indicates that the small positive shifts of Ar(2p$^{-1}$s) in the dimers are related to the repulsion between the excited Rydberg electron and the neighbouring atom. This explains why additive theories based on the repulsion with nearest neighbours work so well when modelling the shifts in large Ar containing clusters and thus why this core hole resonance is useful in the structure determination of large clusters. In contrast, the shifts in the region of the spectrum containing the Ar(2p$^{-1}$s) and 2p$^{-1}$d resonances are much more complicated due to contributions of both bound and repulsive core-hole states and therefore this region of the spectrum is not a good candidate for structure determination.
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