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Hydrogen bonding and molecular orientation at
the liquid–vapour interface of water

Flaviu S. Cipcigan,*a Vlad P. Sokhan,b Andrew P. Jones,ab Jason Crainab and
Glenn J. Martynaac

We determine the molecular structure and orientation at the liquid–vapour interface of water using an

electronically coarse grained model constructed to include all long-range electronic responses within

Gaussian statistics. The model, fit to the properties of the isolated monomer and dimer, is sufficiently

responsive to generate the temperature dependence of the surface tension from ambient conditions to

the critical point. Acceptor hydrogen bonds are shown to be preferentially truncated at the free surface

under ambient conditions and a related asymmetry in hydrogen bonding preference is identified in bulk

water. We speculate that this bonding asymmetry in bulk water is the microscopic origin of the observed

surface structure.

1 Introduction

The liquid–vapour interface in water is among the most
common and important of all heterogeneous environments.
In addition to being of fundamental interest, there is specula-
tion that it may also serve as a minimal model system for
other complex surfaces such as those occurring in hydro-
phobic hydration of biological systems.1,2 Surface-selective
measurements,3–9 free from the effects of contaminant adsor-
bates and surfactants, are particularly challenging and there
remain controversies regarding the structure of the free surface
and the molecular nature of signature features arising from
the abrupt truncation of the bulk’s extended hydrogen-bond
network.10 In particular, consensus has not been reached
regarding the orientational bias of surface water molecules,
with competing models exhibiting various dangling hydrogen-
bond arrangements.11–13

Simulations have been used to understand the surface
structure in more detail.14 However, the inhomogeneous nature
of the interface and the key role of many-body interactions that
break the symmetry at interfaces (such as polarization and
dispersion), present challenges to conventional empirical
models.15 Consequently, classical point charge models tuned
via a mean-field approach to reproduce bulk properties, show
poor transferability to environments with different symmetry
such as surfaces. For example, only the extensively parametrised

TIP4P/2005† reproduces the surface tension of the liquid–vapour
interface to within 2% of experiment (cf. Kuo et al.14,16 Vega and
de Miguel16 and the references therein).

On the other hand, ab initio simulations are limited by time-
scale and system size scaling (and hence the level of theory that is
tractable). Two ab initio studies of the free interface have been
performed, at the level of gradient corrected functionals (BLYP12

and BLYP-D13), producing contradictory conclusions regarding
the surface structure. BLYP is known to overstructure17 bulk water
with BLYP-D decreasing but not eliminating this tendency.18

Recently, an electronically coarse grained model for water
(QDO-water) has been reported, which includes all long-range
electronic responses (many body polarization and dispersion
within Gaussian statistics).19 Within the QDO framework, only
monomer properties are used as empirical parameters, supple-
mented by a simple form for short range repulsion between
dimers, allowing the physics of aggregates to emerge naturally
from the low density limit. Thus, the resulting physical proper-
ties of the liquid emerge as predictions based on only molecular
data as a fitting target. We have already shown that QDO-water
quantitatively generates both the liquid and gas phase properties
along their coexistence curve and the lattice parameters of an ice
polymorph (ice II).20 This paper directs its focus to the simplest
inhomogeneous system: the liquid–vapour interface.

The first section outlines the construction of QDO-water
(described in detail in Jones et al.19,21) and details the methods
used. The next section presents the resulting surface tension,
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† TIP4P/2005 is parametrised to the ambient liquid density, temperature of
maximum density, enthalpy of vaporisation, density of ice II at 123 K and
0 MPa, density of ice V at 223 K and 530 MPa and the range of temperatures at
which ice III is stable at 300 MPa.16
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molecular dipole moment, hydrogen bonding criteria used22

and the resulting interior and surface populations. The
final section discusses the surface orientation and its link to
hydrogen bonding.

2 Simulation details and validation
2.1 The QDO water model

The QDO water model is built upon the molecular frame of the
TIP4P model, shown in Fig. 1. The fixed, gas phase, charge
distribution of the water molecule is reproduced by 3 charges,
d+ = 0.605 e on each hydrogen atom and 2d� on a site labelled
M down the H–O–H bisector. The charges and M site position
are selected to reproduce water’s gas phase dipole moment and
provide a best fit to the quadrupole moment.

In order to account for electronic responses of a water
molecule in a coarse grained manner, a Quantum Drude
Oscillator (QDO) is placed on the M site. Specifically, the
M site gains a positively charged centre of oscillation, balanced
by a negatively charged light particle (drudon), harmonically
bound to this centre. The 3 parameters of the QDO, mass,
charge and frequency (m = 0.3656 me, q = 1.1973 e, o =
0.6287 oH)‡ are selected to generate the correct dipole polari-
sation, quadrupole polarisation and C6 dispersion coefficient.23

All charges are Gaussian, resulting in a natural damping of the
Coulomb interaction, with a width of 0.1 Å, except for the centre
charge of the QDO, which has a width of 1.2 Å. The repulsion
between two molecules separated by a distance ROO is given
by an oxygen–oxygen double exponential pairwise repulsive
potential of the form k1e�l1ROO + k2e�l2ROO (k1 = 613.3 Ha, k2 =
10.5693 Ha, l1 = 2.32441/a0 and l2 = 1.51451/a0, where a0 is the
Bohr radius).

The molecule is treated as a classical rigid body while the QDO
is treated fully quantum mechanically via a non-perturbative path
integral approach described in detail in Jones et al.21,23 The
coarse grained electronic structure is treated using 96 path
integral beads. A Gaussian charge of width 0.1 Å describes the
light negatively charged drudon in the classical limit. The nuclear
and electronic degrees of freedom are thermostated separately via
a 2-step Nosé–Hoover chain thermostat24 and the dynamics
integrated with a time step of 0.075 fs.

2.2 Simulation details

The molecular behaviour of the liquid–vapour interface was
investigated via simulations of 576 QDO-water molecules in the
lamella geometry at 300 K in the isochoric–isothermal ensemble
using a fully periodic unit cell of dimensions 23.36 � 23.36 �
93 Å3. The unit cell was seeded with a liquid centre of experi-
mental density (997 kg m�3) and left to equilibrate, forming two
liquid–vapour interfaces. The resulting 255 ps trajectories were
then analysed to calculate the mean field density as a function
of z position, measured relative to the centre of mass of the
lamella (Fig. 2).

Fitting the resulting density profile to a hyperbolic tangent
function

rðzÞ ¼ rL � rG
2

1þ tanh �jzj � zg

d

� �� �
þ rG (1)

gives the interior density as rL = (984 � 3) kg m�3, within 1% of
the density of the liquid at coexistence pressure (997 kg m�3)25

and the exterior density as rG = (1 � 2) kg m�3, within one
standard error of the density of the gas at coexistence pressure
(0.025590 kg m�3).25 Note that these densities have been
achieved solely from a model parametrised from the properties
of a single molecule and a dimer. Sokhan et al.20 explore in
more detail the densities and electronic properties of QDO-water
along the coexistence curve.

The Gibbs dividing plane lies at zg = 16.2 Å, giving an
interfacial decay length of d = 1.01 Å. Following the usual
convention, the mean field interfacial region lies between
90% and 10% liquid density and the interior region lies above
90% liquid density. With these definitions, the interfacial width
is 2.22 Å, or about one molecule thick. The interior region is
approximately 2(zg � d) = 30.2 Å thick.

To check whether the interior region is indeed a bulk liquid,
Fig. 3 shows a comparison of the oxygen–oxygen radial distri-
bution functions (RDFs) between the interior region, equivalent
bulk liquid simulations at coexistence pressure and experiment.26

The interior region is slightly overstructured with respect to both
the constant temperature simulations and experimental data,

Fig. 1 The frame of QDO water.

Fig. 2 The density and molecular dipole moment as a function of position
in the unit cell. The dots are calculated values and the lines are fits to a
hyperbolic tangent function. The surface region is denoted by the light
coloured band, centred around the black vertical line marking the Gibbs
dividing surface.

‡ e is the electronic unit of charge, me is the electronic mass and oH is the Hartree
frequency.
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consistent with a lower density. Similar simulations using
4000 molecules give an interior region with a local structure
and density (rL = (987 � 2) kg m�3) closer to that of a bulk
liquid (Fig. 4), showing that a stable bulk liquid is only formed
at around a distance of 25 Å from the surface.

3 Results and discussion
3.1 Interfacial molecular dipole moment

Since QDO-water is an electronically responsive model, the
molecular dipole moment will vary throughout the cell,
depending on the local molecular configuration. Fig. 2 shows
the magnitude of the molecular dipole moment superimposed
over the density. Fitting its value to a similar functional form to
the density

mðzÞ ¼ mL � mG
2

1þ tanh �jzj � zg
0

d

0 !" #
þ mG (2)

with the gas phase dipole fixed to mG = 1.85 D gives a molecular
dipole moment in the liquid phase of mL = 2.6 D. This value is

equal to the early estimates of Coulson and Eisenberg,27 who
calculated the enhancement in dipole moment of a water
molecule in an ice lattice based on the polarising field of its
neighbours. The value is also within one error bar of the
experimental estimate of 2.9(6) D,28 though smaller than the
ab initio estimate of 3.0 D,29 based on partitioning the DFT
charge density into individual molecular contributions using
maximally localised Wannier functions. Since QDO-water gen-
erates the local structure of the liquid accurately, the relative
enhancement of DFT may be due to the overstructuring of the
liquid present in DFT simulations17 or charge transfer through
a hydrogen bond.

The z coordinate where the dipole moment has decayed to
half the difference between liquid and vapour lies at zg

0 =
18.3 Å, a coordinate where the density has decayed to 1.6%
the bulk liquid’s density. The dipole’s decay length is also
larger than that of the density’s, with d0 = 3.06 Å. Furthermore,
over the surface region the dipole moment’s magnitude varies
between 2.34 and 2.52 D, with an average value of 2.44 D
(94% of the interior value of 2.6 D). Therefore, as a consequence
of this slow decay of the dipole moment into the vapour, the
surface molecules are electrostatically similar to those in the
bulk, in line with the surface’s large cohesive energy.

3.2 Surface tension and critical temperature

The surface tension is calculated at 300 K using g = Lz(pn� pt)/2,
where Lz is the z extent of the unit cell and pn, pt are the normal
and tangential components of the pressure tensor, respectively,
obtaining a value of 70.3 mN m�1 (within 1% of the experi-
mental value of 71.7 mN m�1).25 From equivalent simulations
at temperatures ranging from 300 to 620 K, the temperature
dependence of the surface tension is calculated, showing good
agreement with experiment, as presented in Fig. 5. Linearly
extrapolating the surface tension to 0 mN m�1 gives an estimate
of the critical temperature of 656(6) K, 1.5 standard errors away

Fig. 3 The interior, bulk and experimental26 oxygen–oxygen radial distri-
bution functions for 576 molecules.

Fig. 4 The interior, bulk and experimental26 oxygen–oxygen radial distri-
bution functions for 4000 molecules.

Fig. 5 Surface tension of QDO water as a function of temperature
compared with NIST/IAPWS experimental data.25 Linearly extrapolating
the surface tension to 0 mN m�1 gives a critical temperature of 656(6) K.
This critical temperature does not change by more than one error bar if the
points above 600 K are removed from the extrapolation.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
Fe

br
ua

ry
 2

01
5.

 D
ow

nl
oa

de
d 

on
 1

0/
25

/2
02

5 
12

:1
2:

27
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/C4CP05506C


This journal is© the Owner Societies 2015 Phys. Chem. Chem. Phys., 2015, 17, 8660--8669 | 8663

from the experimental value of 647.096(10) K30 and 1 standard
error away from the independent estimate of Sokhan et al.20

based on the coexistence density of QDO-water of 649(2) K.

3.3 Surface structure

To reveal the surface structure, the interior and surface oxygen–
oxygen radial distribution functions (RDFs) are compared in
Fig. 6. From this comparison, we conclude that the free surface
is expanded relative to the interior liquid.

To make the expansion quantitative, we numerically calculated
the second derivative of both RDFs using a smooth noise robust
differentiator31 and calculated its R intercepts to give the extrema.
These extrema show the first shell expanding by 0.9% at the
surface while the second shell expanding by 4.9%. The average
distance between instantaneous nearest neighbours also increases
at the surface by around 1.3%. This is in qualitative agreement with
recent XAS experiments, which predict a surface expansion of 6%32

and ab initio simulations, predicting a more modest surface
expansion of 1%,13 but in contrast with point charge models,
which predict a surface contraction.14

The radius dependent normalisation of the surface radial
distribution function is an artefact of the calculation method.
To understand this artefact, consider an infinitely sharp inter-
face between an uniform fluid of density r0 and a gas of density
B 0 (Fig. 8).

If d c r, all of a spherical shell of radius r and width dr
contains fluid. However, when d B r, the amount of fluid
enclosed in the sphere will depend on r. To calculate this
dependence, let z be normal to the interface. The total fluid
volume enclosed is then:

dV ¼ r2 dr

ðp
2

0

df
ðp
cos�1 d

r

� �sinðyÞ dy
¼ 4pR2 dR

1

2
1þ d

R

� � (3)

In practice, we normalised the surface radial distribution
function with the following radial dependent density:

rsurfaceðRÞ ¼ r0 surfaceðRÞ
�

1þ d

R

� ��
1þ d

x

� �� �
(4)

where r0 surface(R) is the average surface density. The free para-
meters were chosen as d = 2 Å (roughly the size of the surface) and
x = 10 Å (the largest R considered). We note that the surface
expansion is unaffected by small variations in d and x.

3.4 Hydrogen bonding

This section introduces the prescription of Kumar et al.22 used
to investigate the hydrogen bonding motifs. A distance R is
taken to be the O–O separation between two molecules and an
angle b is taken to be the H–O–H angle between them (see Fig. 9).
The resulting potential of mean force, W(R,b) = �kT ln(g(R,b)), is
shown in Fig. 7 for the interior and surface regions.

Two molecules are hydrogen bonded (abbreviated as
H-bonded from now on) when their (R,b) coordinates lie inside
the contour passing through the saddle point at around 3.5 Å
and 401 (black line in Fig. 7). The molecule containing the
participating hydrogen is the donor, with the other being the
acceptor of this H-bond. The molecules are then categorised
based on the number of donors and acceptors, writing a D for
each donor and an A for each acceptor. Thus, for example,
DDAA represents the traditional 4 coordinated tetrahedral cage
of water with 2 donor bonds and 2 acceptor bonds.

Using the criterion given in the previous paragraph, the average
number of H-bonds per molecule is 3.77 in the interior region and
3.25 in the surface region, for a 576 water molecule layer. These
decrease to 3.71 and 3.16 respectively for a 4000 molecule layer.
The values agree the ab initio calculations of Kühne et al.13 in the
interior region (where they report 3.7 H-bonds per molecule) yet
are greater than their surface value (2.9). Using the same criteria
and 576 TIP4P/2005 molecules, we obtain 3.69 H-bonds per
molecule in the interior region and 3.11 H-bonds per molecule
at the surface. These results show that, as long as we use a
consistent H-boding criterion, there is little variation in the
number of hydrogen bonds per molecule between empirical
models. However, all these results are slightly larger than the
experimental estimates of 3.4 (interior, based on the enthalpy
of sublimation of ice)33 and 3.0 (based on SFG measurements)3

respectively. Fig. 10 summarises the average number of H-bonds
predicted by the different models.

In the interior region, the total number of acceptor and donor
bonds balance to within 0.3%, as expected – each bond is an
acceptor to one molecule and a donor to another. However, at
the surface, there is a 6% increase of donor bonds over acceptor
bonds. This increase shows a preference of acceptor bonds to be
broken when forming the interface, leaving extra donor bonds to
be formed with molecules from the interior region, to satisfy
water’s propensity for four-fold coordination.

3.5 Hydrogen bond populations

To look in depth at the hydrogen bonding imbalance between
acceptors and donors, the frequency of each H-bonded configuration

Fig. 6 The surface and interior oxygen–oxygen radial distribution functions
of the 576 molecule layer, showing a surface expansion of the nearest
neighbour oxygen–oxygen distance at the surface. The inset shows the
radius-dependent normalisation applied to the surface radial distribution
function, as described by eqn (4).
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in the interior and surface regions of the lamella is computed,
as shown in Fig. 11. To verify these frequencies, the configura-
tions with 0, 1 and 2 donor bonds are combined to calculate the
percentage of acceptor only (nD), single donor (sD) and double
donor (dD) bonds, which have been previously reported in the
literature. The interior region contains 1% nD, 13% sD and
86% dD bonds, in agreement with the ab initio simulations of
Kühne et al.13 and with TIP4P/2005. Similarly, the surface
region contains 2% nD, 29% sD and 68% dD. Thus, QDO-water
has a 10% larger population of dD bonds than TIP4P/2005
(3% nD, 39% sD and 57% dD), balanced by a 10% lower
population of sD bonds. The surface of QDO-water also shows
more structure than the results obtained by Kühne et al.13

(however, we chose a larger interfacial region than Kühne et al.13

following the usual literature convention).

Fig. 7 The potential of mean force in the interior (left) and surface (right) regions of the lamella. The black lines are the contour passing through the
saddle point, with a hydrogen bond being identified as all R, b configurations within the bottom contour. The dotted line is a more restrictive contour at
�1 kT used to confirm the 5 H-bonded configurations were not an analysis artefact.

Fig. 8 An infinitely sharp interface and a spherical shell of radius r and
width dr, centred at distance d away from the interface.

Fig. 9 The coordinates of the potential of mean force.

Fig. 10 Average number of hydrogen bonds per molecule in the interior
region predicted by QDO-water (576 and 4000 molecules), TIP4P/2005
(576 molecules), ab initio13 and experiment.3,33

Fig. 11 The probability of each H-bond configuration in the surface and
interior regions of the lamella.
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At the surface, the overall preference for forming donor
bonds over acceptor bonds is revealed to be a preference for
forming DDA over DAA H-bonded configurations. However, it is
notable that this preference remains in the interior region,
where DDA still dominates over DAA.

To balance donor and acceptor bonds, the interior region is
found to contain a small but statistically significant (8%)
population of 5 H-bonded configurations (DDAAA), an example
of such being shown in Fig. 12. To our knowledge, these motifs
have not been reported before. To test whether they are not an
artefact of our method, the PMF contour is reduced to �1kT
(the dotted region in Fig. 7). While this reduction decreases the
number of 5 H-bonded configurations, they are still present.
Our analysis of TIP4P/2005 also shows this motif.

A possible mechanism for the creation of 5 H-bonded species
is as follows. Imagine two neighbouring 4-coordinated DDAA
molecules (see Fig. 12) sharing an H-bond. In the liquid, fluctua-
tions perturb the structure and those perturbations tend to
decrease the volume (since 2 � DDAA is a low density structure).
One such fluctuation involves a molecule losing an acceptor bond
(becoming DDA), with that bond being immediately transferred to
the second molecule, which becomes DDAA.

3.6 Surface orientation

Since, at the surface, the broken hydrogen bonds are more
likely to point towards the vapour phase, the preference of
breaking acceptors over donors will result in a preferential
surface orientation. This orientation is quantified using a joint
distribution function of two angles, illustrated in Fig. 13. To
define these angles, let c be the C2v symmetry axis of the water
molecule (bisecting the H–O–H angle) and b be the HH axis,
which is undirected (so�b represents the same vector). Also, let
n be the surface normal.

Define y (ranging from 0 to 1801) as the angle between c and
the surface normal:

y ¼ a cos
n � c
jnjjcj

� �
(5)

As the angle between b and the surface normal depends on the
orientation of the molecular plane, define the roll axis r as:

r ¼ c� jcj
2

jn � cjn (6)

This axis is in the plane spanned by c and n, perpendicular to c.
Define f as the angle between b and this roll axis:

f ¼ a cos
b � r
jbjjrj

				
				

� �
(7)

The dot product is taken in absolute value to constrain
the range of f between 01 (b is in the plane spanned by c
and n) and 901 (b is perpendicular to the plane spanned by c
and n).

Having these two angles, define the orientational distribution
function (ODF) as the number n(y,f) of molecules with angles
between [y,y + dy] and [f,f + df] normalised by the corres-
ponding area of a unit sphere with y taken as the polar angle
and f as the azimuthal angle

ODF y;fð Þ ¼ n y;fð Þ
sin ydydf

(8)

Calculating the orientational distribution function for all sur-
face molecules and breaking it down by number and type of
hydrogen bonds gives the distributions shown in Fig. 14. Blue
areas show a depletion with respect to uniform interior distribution
(shown in yellow) while red areas show an enhancement.

Fig. 12 (left) A snapshot of two DDAA molecules evolving into a 5 hydrogen bonded configuration. (right) A snapshot of a 5 hydrogen bonded configuration.

Fig. 13 Illustration of the angles used to define the surface orientation.
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Fig. 15 and 16 show the same data at a lower resolution,
superimposed over a representation of the corresponding
molecular orientation, to help interpret Fig. 14. Here we report
the results for the 576 molecule layer, which has better statis-
tics than the 4000 molecule layer. The shape of the orienta-
tional distribution does not change considerably between the
two system sizes.

Overall, the surface shows a depletion of y larger than
around 1201, meaning that the molecules arrange in such a
way that at least one hydrogen atom points towards the liquid
phase. However, the picture is rather more complex when f is
taken into account. The broadest distribution of y occurs at f =
901, with the distribution becoming narrower as f decreases.
To understand the surface orientation in more detail, Fig. 15
and 16 break it down by the type of hydrogen bonds a molecule
forms with its neighbours.

When a molecule comes to the surface, it is mostly 4 coordi-
nated (DDAA) and would like to remain so. The surface can still

accommodate 4 H-bonded molecules by having the molecular
plane parallel to the surface (yB 901 and fB 901). The molecule
forms two donor bonds and one acceptor bond in the plane of the
surface, while the other acceptor bond is made towards the liquid.
Fig. 14 shows this trend by means of an enhancement of the ODF
of DDAA close to (y,f) = (901,901). Fig. 14 also shows the y extent of
DDAA’s depletion region increasing to lower angles as f decreases
– the closer the molecular plane becomes to being perpendicular
to the surface, the more large values of y are suppressed, aligning
the donor bonds towards the liquid phase.

When the molecule breaks a bond to become 3 H-bonded,
the alignment is strongly influenced by whether that bond is an
acceptor or a donor. If the molecule breaks an acceptor bond, it
becomes a DDA, with (y,f) peaking at around (601,901) – i.e.
with the molecule arranged such that the hydrogen atoms point
towards the liquid and the oxygen towards the vapour.

In the case of a DAA, the situation is reversed – one hydrogen
and the oxygen are pointing towards the liquid, one hydrogen

Fig. 14 The orientational distribution function of all surface molecules (top left) and of molecules with various hydrogen bonding configurations
(labelled by DDAA, DDA, DAA and DA). Yellow represents uniform probability, orange and red represent enhancement and blue depletion.
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towards the vacuum. It is here we see the close link between
hydrogen bonding and surface orientation – if DDA didn’t
dominate over DAA, the overall surface ODF would have had
a second peak in the region around (y,f) = (1201,01).

Finally, since the preference of DDA over DAA is observed
in both regions, we postulate that it is the cause for the
surface orientation of water. In other words, hydrogen
bonds are intrinsically asymmetric. This underlying asymme-
try causes the appearance of DDAAA species in the interior

region and preferentially orients the molecules at the liquid–
vapour interface.

4 Conclusions

This paper presents a first application of the Quantum Drude
Oscillator model of water to the liquid–vapour interface. The
model contains the full set of polarization and dispersion

Fig. 15 A coarse version of the orientational distribution function (for all molecules and DDAA configurations) superimposed over illustrations of the
orientation of water molecules at the given (y,f) pairs.
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responses (including higher order and many-body terms) repro-
ducing exactly the leading order terms by construction for the
isolated molecule. Supplemented only by a simple form for short
range repulsion, no empirical condensed phase data is used to
define model parameters. As a result, the model is unbiased
toward any thermodynamic state point or environment and
should be well suited to heterogeneous environments.

We show that the model generates a physical surface and is
capable of capturing sufficient physics to predict with remarkable

accuracy (within 1% of experimental values) the temperature
evolution of the surface tension along coexistence from ambient
temperature to the critical point. Coupled with earlier work on bulk
water, this result demonstrates an exceptional degree of transfer-
ability in the QDO model and offers a promising new platform
from which to explore the molecular structure of the free surface.

Unique among empirical models, the QDO framework
retains a highly non-trivial electronic structure. From this, we
find that the surface molecules at 300 K exhibit a mean molecular

Fig. 16 A coarse version of the orientational distribution function (for DDA and DAA configurations) superimposed over illustrations of the orientation of
water molecules at the given (y,f) pairs.
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dipole moment ranging from 2.52 D (at 90% density) to 2.34 D
(at 10% density), with the interior value being 2.6 D. The hydrogen
bond network is found to be truncated at the liquid–vapour
interface preferentially on the hydrogen acceptor side. This trunca-
tion leads to a depletion of all molecular orientations with both
hydrogen atoms dangling towards the gas phase, resulting in a
surface where 98% of the molecules have at least one bound
hydrogen (and thus a negligible population of acceptor only
species). These observations agree with the conclusions of Kühne
et al.13 and with our simulations of TIP4P/2005 but are at odds
with those of Kuo et al.14 concerning the presence of acceptor-only
species. This analysis shows that the surface of neat water has a
negligible fraction of acceptor only molecules. We are currently
investigating how the post mean field surface analysis of Willard
and Chandler34 affects the results.

We have also identified two other hydrogen bonding motifs:
a preference for DDA over DAA hydrogen bonding configura-
tions and the appearance of 5 hydrogen bonded species. Since
this preference is present in both the interior and surface
regions and for TIP4P/2005, we postulate that the intrinsic
hydrogen bonding asymmetry between acceptor and donor
bonds is the molecular scale mechanism leading to the
observed surface orientation at the free interface.

The observation of an underlying asymmetry in hydrogen
bonding adds to the growing body of evidence that liquid
water’s structure is more asymmetric than a simple perturbed
tetrahedral network35,36 and that hydrogen bond acceptors and
donors have different instantaneous contact strengths.37,38
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